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Introduction
Usually the economic load dispatch problem (ELD) implies static economic dispatch 
problem or SED where the objective is to determine the optimal schedule of online 
generating units’ outputs so as to meet the load demand at a certain time at the mini-
mum operating cost under various system and operational constraints. In contrast, the 
objective of the dynamic economic dispatch (DED) problem is to schedule the generator 
outputs over a certain period of time economically. The DED problem takes into consid-
eration the limits on the generator ramping rate coupled with real time intervals to keep 
the thermal stress on the generation equipment like the turbines and boilers within the 
safe limits and thus protect their life [1]. The DED problem divides the dispatch period 
into a number of small time intervals, and a SED is employed to solve the problem in 
each interval.

Since the DED problem was introduced in 1980s, several optimization techniques and 
procedures have been used for solving the DED problem with complex objective func-
tions or constraints. There were a number of classical methods that have been applied to 
solve this problem such as the lambda iterative method [2], gradient projection method 

Abstract 

Dynamic economic dispatch problem or DED is an extension of static economic dis-
patch problem or SED which is used to determine the generation schedule of the com-
mitted units so as to meet the predicted load demand over a time horizon at minimum 
operating cost under ramp rate constraints and other constraints. This work presents 
an efficient hybrid method based on particle swarm optimization (PSO) and termite 
colony optimization (TCO) for solving DED problem. The hybrid method employs PSO 
for global search and TCO for local search in an interleaved mode towards finding the 
optimal solution. After the first round iteration of local search by TCO, the best local 
solutions are considered by PSO to update the schedules globally. In the next round, 
TCO performs local search around each solution found by PSO. This paper reports 
the methodology and result of application of PSO–TCO hybrid to 5-unit, 10-unit and 
30-unit power dispatch problems; the result shows that the PSO–TCO (HPSTCO) gives 
improved solution compared to PSO or TCO (when applied separately) and also other 
hybrid methods.

Keywords:  Dynamic economic dispatch (DED), Ramp rate limits, Valve point loading 
effect, Heuristic optimization techniques, Metaheuristics

Open Access

© The Author(s) 2020. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and 
the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material 
in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material 
is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the 
permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creat​iveco​
mmons​.org/licen​ses/by/4.0/.

RESEARCH

Santra et al. 
Journal of Electrical Systems and Inf Technol             (2020) 7:3  
https://doi.org/10.1186/s43067-020-0011-2

Journal of Electrical Systems
and Information Technology

*Correspondence:   
santra.dipankar@gmail.com 
1 Department of Electrical 
Engineering, RCC Institute 
of Information Technology, 
Canal South Road, Beliaghata, 
Kolkata, West Bengal 700015, 
India
Full list of author information 
is available at the end of the 
article

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s43067-020-0011-2&domain=pdf


Page 2 of 30Santra et al. Journal of Electrical Systems and Inf Technol             (2020) 7:3 

[3], Lagrange relaxation [4], linear programming [5], dynamic programming [6] and 
interior point method [7]. Most of these methods are not applicable for non-smooth 
or non-convex cost functions. To overcome this problem, many heuristic optimization 
methods have been employed to solve the DED problem; such methods include ant 
colony optimization (ACO) [8], particle swarm optimization (PSO) [9–11], Levenberg–
Marquardt back-propagation algorithm (LMBPA) [12], differential evolution (DE) [13], 
artificial immune system (AIS) algorithm [14], harmony search (HS) [15] and bee swarm 
optimization (BSO) algorithm [16] among others. Many of these techniques have proved 
their effectiveness in solving the DED problem without any or fewer restrictions on the 
shape of the cost function curves. These approaches solve the DED by employing an ini-
tial population of individuals each of which represents a candidate solution for the prob-
lem. Then, they evolve the initial population by successively applying a set of operators 
on the old solutions to transform them into new solutions.

In recent years, the trend of solving DED problems has changed from single-heu-
ristic techniques to hybrid metaheuristics—a combination of two or more techniques 
like PSO–ACO, DE–SQP, PSO–SQP, etc. It is proved that these hybrid techniques have 
capability to solve the DED problems better than the single-heuristic problems as the 
hybridization causes the individual techniques to mitigate their limitations and comple-
ment each other with their characteristic strength.

Earlier hybrids

In 2005, Victoire et  al. proposed hybrid EP–SQP made up of evolutionary program-
ming and sequential quadratic programming technique to solve DED problems [17]. 
They also experimented with a hybrid of PSO and SQP techniques to solve DED prob-
lem with valve point loading (VPL) effect [18]. In 2009, Yuan et al. [19] hybridized PSO 
with differential evolution method for solving DED with VPL. In 2010, hybrid SOA–
SQP method that combined seeker optimization algorithm (SOA) with SQP was used by 
Sivasubramani and Swarup [20] to solve DED with VPL. In 2012, Cai et al. [21] reported 
application of hybrid CPSO–SQP in DED with VPL. Again in 2012, Swain et  al. [22] 
hybridized gravitational search algorithm (GSA) with SQP (GSA–SQP) to solve DED 
with VPL.

Elaiw et  al. [23] compared, in 2013, the efficacy of hybrids DE–SQP and PSO–SQP 
in solving DED with VPL effect. Chen et al. [24] used a combination of three methods, 
namely low-discrepancy sequences (LDS), improved shuffled frog leaping algorithm 
(ISFLA) and SQP, to solve DED problem. In this hybrid (termed as LDISS), LDS is used 
to generate initial population, ISFLA is liable for global search and SQP is used for local 
search. In 2013, Mohammadi-Ivatloo et al. [25] introduced hybrid immune genetic algo-
rithm to solve DED considering VPL and prohibited operating zone and ramp rate con-
straints along with transmission losses. Zhang et  al. [26] proposed hybrid bare bones 
(BB)—PSO or BBPSO in 2014 to solve DED with VPL only.

Among recent developments are two hybrid techniques, BBO–PSOTVAC and FA–
PSOTVAC, developed in 2018 by Hamed et  al. [27], combining firefly algorithm (FA) 
and biogeography-based optimization (BBO) with time-varying acceleration-based par-
ticle swarm optimization (PSOTVAC) to improve the solution of DED. In the same year, 
Pan et al. [28] solved the DED problem with VPL using a hybrid technique MILP–IPM 
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involving mixed-integer linear programming (MILP) and interior point method (IPM). 
Another very recent development (in 2018) by Xiong and Shi [29] is a hybrid of BBO and 
brain storm optimization (BSO) to get a better solution for DED with VPL.

In the present work, the authors have applied for the first time a hybrid computational 
approach HPSTCO that combines PSO and TCO to solve the DED problem. The hybrid 
method employs PSO iterations for global search and TCO iterations for exploring the 
locality near the global solutions, interleaving both the search processes to overcome 
the drawback of fast convergence to (selection of ) global optimal solution in the origi-
nal PSO method. The interleaving process requires PSO and TCO pass their solutions 
to each other. The solutions of TCO are updated in PSO iterations by considering the 
global best solution. Similarly, the solutions of PSO are adjusted by considering the 
locally observed information by TCO. A solution point searched by the PSO method can 
be used as an initial condition in the TCO method. The hybrid HPSTCO model has been 
programmed in MATLAB and simulation run executed for 5-unit, 10-unit and 30-unit 
DED system with parameters referred from the literature. Performance of the HPSTCO, 
as compared using a benchmark function, is quite encouraging.

Motivation and contribution

The novelty of the present study lies in the fact that PSO and TCO together, i.e., their 
hybrid combination (HPSTCO) has never been tried before to optimize small to large-
scale economic load dispatch problem. However, PSO and TCO individually and in 
combination with other metaheuristics have been applied earlier in different ELD prob-
lems. The contribution of the paper lies in the fact that it has established by reporting 
four distinct test cases and comparing the result with other hybrid methods for each 
of these four test cases that the HPSTCO hybrid is quite effective and advantageous in 
dealing with small-scale (5- and 10-unit) as well as medium-scale (30-unit) DED prob-
lem. In medium to large-scale systems with higher-capacity turbines, the fuel cost func-
tion is highly non-smooth and non-convex and contains discontinuous values at each 
boundary, forming multiple local optima. The complexity of the problem also increases 
significantly with the increase in the number of generating units because of their com-
binatorial nature. The present work has tackled this challenge nicely having no earlier 
precedence of application of this particular (HPSTCO) hybrid optimization mechanism. 
Therefore, it can be said that this paper introduces a new metaheuristics in DED with 
significant results.

The current study is done on four different test cases of DED involving 5, 10 and 30 
generating units:

Case 1	� 5-unit system with valve point effects, ramp rate constraints, prohibited oper-
ating zones and transmission losses

Case 2	� 10-unit system with valve point effects, ramp rate constraints and transmis-
sion losses

Case 3	� 10-unit system with valve point effects and ramp rate constraints without 
transmission losses

Case 4	� 30-unit system with valve point effects and ramp rate constraints without 
transmission losses.
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Organization

The rest of this paper is organized as follows: The “Model” section presents the DED prob-
lem formulation with all constraints and limitations. The “Method”  section explains the 
basic concepts and searching principle of each of PSO and TCO methods. In the same sec-
tion, the proposed HPSTCO algorithm is introduced and described with flowchart and 
details of the stages. Case studies, simulation results, result analysis and comparison are 
presented in “Result and discussion” section. Finally, “Conclusion” section draws some 
concluding remarks on the limitation of the present work and future scope of research.

Model
A comprehensive study of basic DED problem is done here. A non-smooth, non-convex, 
non-differentiable single- and multi-objective multi-constraint model  of ED problem  is 
formulized in this section.

Objective function

The objective function of DED problem, which is to minimize the total production cost 
over the operating horizon, can be written as:

where CT (in$/h) is the total generation cost, Ci,t is the generation cost of ith unit at 
time t, n is the number of dispatch-able power generation units; here, n = 5, 10 and 30, 
and Pi,t (in MW) is the power output of ith unit at time t. T is the total number of hours 
from operational point of view. The basic ELD objective function is represented by a 
non-smooth curve (quadratic polynomial) with VPL effect (ripple effect) modeled with a 
sinusoidal function as shown in Eq. (2).

where ai (in $/h), bi (in $/MWh) and ci (in $/MW2 h) are the cost coefficients of the ith 
unit, and ei (in $/h) and fi (in 1/MW) are the VPL coefficients of the ith unit. Pmin,i (in 
MW) is the minimum generation capacity limit of unit i. In the generation cost function, 
the term 

∣

∣ei sin(fi(P
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∣

∣ represents the VPL effect.
The objective function (Eq. 1) of the DED problem should be minimized subject to the 

following constraints.

Real power balance constraint

In  Eq. (3), Pi (in MW) is the power generated by the ith unit, PD (in MW) is the total 
load demand and PL (in MW) is the total transmission loss of the system at time t. PL is 
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computed using B-coefficients that can be calculated by using Kron’s loss formula known 
as B-matrix coefficients. In this work, B-matrix coefficients method is used to calculate 
system loss, as follows:

Generator capacity constraint

The generator power output (Pi) of ith generator is within minimum power Pmin
i  and 

maximum power Pmax
i  (in MW).

Ramp rate limit (RRL)

A production unit, which is used for generating power Pi0, can increase or decrease its 
active power output (Pi,t) within upper ramp rate (URi) limit (in MW/h) and down ramp 
rate (DRi) limits (in MW/h) as shown in Eqs. (6) and (7).

Combining Eqs. (6) and (7), we get

where i = 1, 2 …, n; t = 1, 2, …, T.

Prohibited operating zone (POZ)

Prohibited operating zone demarcates the scope of active power output of a generator 
which is otherwise affected due to the technical operation of shaft (unreasonable vibra-
tions of bearing). Usually, modification of power is not allowed in the prohibited spans. 
The allowable operating range of a generator is given as in Eq. (8).

here j is the number of POZs, Pupper
i,j−1  is the ‘upper boundary’ and Plower

i,j  is the ‘lower 
boundary’ of the jth POZ of the ith unit. ni is the number of prohibited operation zones 
of unit i. The main objective of DED is to minimize the generation cost CT and optimize 
the power generation schedule (Pi,t) as in Eqs.  (1) or (2) subject to satisfying the con-
straints in Eqs. (3) to (9) used with different combinations in different test cases.
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Method
The hybrid approach HPSTCO taken up in this study comprises two basic metaheuris-
tics, namely particle swarm optimization (PSO) and termite colony optimization (TCO). 
A brief outline and working principle of these two optimization techniques are first dis-
cussed in this section.

Particle swarm optimization (PSO)

PSO is a swarm intelligence technique inspired from social behavior of bird flocking and 
fish schooling. Birds and fish follow the neighbor that is nearest to the food, when they 
search for food. Each individual solution in PSO is named as ‘particle’ and represents a 
bird or a fish in the search space.

Each particle has a position, velocity and fitness value. While they move in the solution 
space of fitness function, the particles aim to improve their next position based on their 
past experience and the best position in the swarm. Therefore, every individual is gravi-
tated toward a stochastically weighted average of the previous best position of its own 
and that of its neighborhood companions [30]. In every iteration of PSO, the position 
and velocity of every particle is updated and the value of fitness function at its current 
location is evaluated.

Mathematically, given a swarm of particles, each particle i is associated with a position 
vector �Xi = {Xi1, Xi2, … XiD}, which is a feasible solution for an optimal problem in the 
D-dimensional search space S. Let the previous best position or pbest of a particle i be 
denoted by �Xpi and the best position that has ever been found by any particle or gbest be 
denoted by Xgi. At the start of search, all the positions and velocities are initialized ran-
domly. At each iteration, the position vector of each particle i is updated by adding an 
increment vector or velocity �Vi = {Vi1, Vi2, …, ViD} as per Eq. (11). The velocity is updated 
according to Eq. (10):

�Vik and �Vi{k + 1} represent velocity vectors for particle i in the previous and current iter-
ations, c1 and c2 are two positive constants, and r1 and r2 are two random parameters 
of uniform distribution in range of [0, 1], which limit the velocity of the particle in the 
coordinate direction. The new location of each particle should be compared with the 
pbest value. If the new location of the particle is better than the pbest value, then the 
pbest is updated for the new location. Otherwise the original value of pbest is stored 
unchanged. The new global optimum solution gbest is updated according to the gbest of 
the new particle swarm. This iterative process will continue until a stop criterion is sat-
isfied or maximum number of iterations has been done. Eventually, the particle swarm 
will converge to the global optimum solution.

(10)
−→
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{

k + 1
}

=
−→
Vi {k} + ciri

{−→
X pi −
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+ c2r2
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Termite colony optimization

TCO is an optimization method inspired from intelligent behaviors of termites during 
their mound structure building process. Initially the termites arbitrarily search for soil 
pallets, and after finding it, they deposit it on the mound. Later on, the termites move 
on the basis of observed trail of pheromone (a chemical) that they deposit on the path 
on returning after depositing soil pallets on the termite mound. The pheromone acts as 
attractive stimulus to other members of the colony to follow smaller paths with higher 
intensities as it is a volatile chemical that evaporates with time. Termites that travel the 
shortest path reinforce this path with more amount of pheromone, thereby helping oth-
ers to follow them.

Assuming that the size of the termite population M is within the D-dimensional search 
space, the position of the ith termite is denoted by �Xi = {Xi1,Xi2, . . . ,XiD} which indi-
cates a possible solution of an optimization problem. The cost/fitness function value for 
each position �Xi is fit ( �Xi ) which represents amount of pheromone deposited on a hill. 
The basic steps of TCO can be summarized as follows:

1.	 Initialize the population as weights, position of termites and the number of itera-
tions. (Every termite has its distinct random position, velocity, desirability and rate of 
evaporation of pheromone).

2.	 Evaluate the fitness function value for each termite.
3.	 Determine the best position and evaporation rate of pheromone of each termite.
4.	 Determine the position of the best termite.
5.	 Update the evaporation rate of pheromone, velocity and position of each termite.
6.	 Stop if the condition of optimization is satisfied. If not, repeat from step 2.

If τi{t − 1} and τi{t} stand for the pheromone level at the current and previous locations, 
respectively, of ith termite, then the pheromone updates rule states:

where ρ is the evaporation rate of pheromone taken in the range of [0–1].
After updating the pheromone level, each termite adjusts its route and moves to a new 

location. Therefore, termite movement is a function of pheromone level at the visited 
location and the distance between a termite location and the visited locations. Now 
there are two possible directions of movement: if there is no previously visited location 
(by the swarm) in the neighborhood of a termite, it moves randomly; if there are one or 
more visited locations, then the termite selects the location with highest level of phero-
mone and moves to that position. When the termite moves randomly to search a new 
gainful position, then position is updated as:

(12)τi{t} = (1− ρ)τi{t − 1} +
1

(

fit( �Xi)+ 1

) ,

(13)�Xi{t} = �Xi{t − 1} + Rw

(

τ , �Xi{t − 1}
)
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here �Xi(t − 1) and �Xi(t) represent the current and new position of the termite, respec-
tively; Rw is a random walk function of current position and radius of search.

When the termite moves toward a gainful position or best local position �Bi hav-
ing higher level of pheromone compared to the current position, then the position is 
updated as:

here 1 < wb ≤ 2 and 0 < rb< 1 probabilistically controls the attraction of the termite toward 
local best position.

Hybrid of PSO and TCO (HPSTCO)

The present work adopts a hybrid of PSO and TCO algorithm (call it as HPSTCO), 
expecting their usefulness in solving DED problems would be enhanced when used as 
a combination in complementary mode. The HPSTCO exploits the global search poten-
tial of the PSO along with the local search potential of TCO in a given search space. 
While PSO iterations produce globally distributed solutions (overlooking the localized 
search space around each global solution), its hybrid partner TCO complements PSO by 
exploring in more detail any potential localized solution. The solutions obtained by the 
PSO iterations are fed to the TCO iterations in order to gravitate more termites toward 
gainful positions. Again the solution found by the termites in TCO updates the positions 
of the corresponding particles, thereby giving a good starting point of the particles in the 
global search space.

The basic input parameters of HPSTCO are: maximum number of iterations (max_
iter), population size (s), number of PSO iterations (n1), number of TCO iterations 
(n2) and number of solutions which are fed from PSO (TCO) to the TCO (PSO) at the 
switching time (η). The parameter n1 (n2), respectively, shows how many times PSO iter-
ations (TCO iterations) should be executed before a switching time, implying n1 itera-
tions of PSO are followed by n2 iterations of TCO.

The HPSTCO has six stages: (1) initialization, (2) global search, (3) switch from global 
search to local search, (4) local search, (5) switch from local to global search and (6) con-
straint handling.

The pseudocode of the hybrid algorithm is given in Fig. 1.

Initialization

The HPSTCO algorithm starts with PSO iterations with n number of particles placed 
in random position in the solution space. A position is a candidate for the priority list 
�P = (p1, p2, … pn). Each element of the list represents an activity, and its corresponding 
value shows the priority of that activity. Hence, the position vector �Xi = {Xi1, Xi2, …, XiD} 
of each individual i represents the priority values of n activities.

A solution space of priorities will be created where the lower and upper bounds will be 
defined as Lb = 0:0 and Ub = 1.0. The value of each element must be limited to [Lb, Ub].

(14)�Xi{t} = �Xi{t − 1} + wbτb,
{

�Bi − �Xi{t − 1}
}

, if {τi{t − 1} < τbi{t − 1}}
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Global search

Each particle presents a possible schedule for the DED problem. The velocity of the par-
ticles is updated by Eq. (13) which is a modified form of Eq. (10) of original PSO:

Fig. 1  Flowchart of the proposed HPSTCO algorithm
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where 0 < γ < 1 is a constriction factor that improves the convergence speed. The position 
of each particle is updated by considering its current position and pbest and gbest values 
are determined by calculating the fitness of the proposed schedules.

Switching from global to local search

The HPSTCO method simply switches from PSO to TCO, while switching a part of solu-
tions found by the PSO that is passed to the TCO. Each solution determines the start 
position of a termite in the next iteration of TCO. Basically each particle switches its 
type as termite.

Local search

The TCO uses the solutions which are passed from PSO as the start positions of its ter-
mites. Next, TCO tries to find improved solutions in the local neighborhoods of those 
solutions (now the termites). To determine the neighborhood for each termite, the 
Euclidian distances of all termites from the candidate termite are calculated. If the dis-
tance is smaller than a threshold, the corresponding termite is considered as a neighbor 
of the candidate termite. The threshold value is dynamically adjusted, gradually decreas-
ing as the algorithm proceeds. The termite with no neighbor moves randomly following 
Eq. (13); the termite having one or more neighbors selects one of them randomly as its 
neighbor and updates its position following Eq. (14).

Switching from local to global search

In this phase, each termite switches its type as particle. The solution found by termites 
updates the positions of the corresponding particles in the PSO. The earlier best posi-
tion of each particle (pbest) and the global best position of the entire swarm is updated 
accordingly. The updated fitness of the new solution for a particle is compared to its 
previous fitness value; if the new fitness value is better, it will be considered as the new 
pbest. Similarly, the gbest position is compared with this new pbest position, and if the 
later has better fitness compared to the gbest, then the gbest value is updated with the 
current pbest.

Constraint handling

In each cycle of HPSTCO, a new population of feasible and infeasible solutions is gen-
erated. An infeasible solution is the one which violates the constraints of the problem. 
After detection of an infeasible solution, it is recovered as a feasible solution. The activity 
which violates the constraints is changed with the next activity (in the activity list) with 
lesser priority, and the constraint handling process is applied on the new activity list. 
This process is iterated until the infeasible solution is converted to a feasible solution.

(15)�Vi

{

k + 1
}

= γ

{

�V {k} + c1r1{ �Xpi − �Xi{k}} + c2r2

(

�Xgi − �Xi{k}
)}
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Pseudocode
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Result and discussion
In order to review the effectiveness of HPSTCO, it is applied to solve the DED problem 
on three test systems having 5, 10 and 30 generators, considering valve point loading 
effect. The algorithm has been coded using MATLAB and implemented on a 64-bit PC 
with the detailed settings as follows:

Hardware CPU: Intel® Core™ i5-6200U, frequency: 2.30 GHz, RAM: 8.0 GB, hard 
drive: 500 GB
Software Operating system: Windows 10, package: MATLAB 8.1 (R2014a).

The values of the input parameters of the algorithm are depicted in Table 1.
The simulation in MATLAB is done on four different test cases of DED involving 5, 10 

and 30 generating units:

Case 1	� 5-unit system with valve point effects, ramp rate constraints, prohibited oper-
ating zones and transmission losses

Case 2	� 10-unit system with valve point effects, ramp rate constraints and transmis-
sion losses

Case 3	� 10-unit system with valve point effects and ramp rate constraints without 
transmission losses

Case 4	� 30-unit system with valve point effects and ramp rate constraints without 
transmission losses

Test case 1: 5‑unit system

In this test system, the valve point loading effects, ramp rate constraints, prohibited oper-
ating zones, transmission and generation limits have been considered. The essential input 
data of the 5-unit system are enlisted in Table 2 [22] that includes prohibited zones of units 
1 to unit 5. These zones result in two disjoint subregions for each of units 1, 2, 3, 4 and 
5. The B-coefficients matrix used for calculating power loss is given in Table 3. The load 
demand of the system is separated into 24 dispatch intervals of a day as shown in Table 4.  

The population size is 50. The fuel cost and transmission losses obtained by the 
HPSTCO technique are 42,151.3377 $/day and 194.3182 MW, respectively, as shown in 
Table 5. The graphical representation of Table 5 is shown in Fig. 2. Table 6 shows the 
comparison results for the fuel cost obtained for 5-unit DED system by HPSTCO with 
other hybrid methods as reported in the literature. Table 6 shows that the minimum cost 
yielded by CMIWO [36], MGDE [37], BBOSB [29], MILP–IPM [28], HIGA [25], BBPSO 
[26], LDISS-2 [24] are 43,017.9597$/day, 43,084$/day, 43,125.365$/day, 43,233$/day and 

Table 1  Settings of the HPSTCO parameters

Parameter Value Parameter Value

c1: Acceleration coefficient 1.0 n1: No. of PSO iteration 1.0

c2: Acceleration coefficient 1.0 n2: No. of TCO iteration 1.0

η: Constriction factor 0.7 Q: Radius parameter 0.4

wb: Weight 1.0 s: Population size 50



Page 13 of 30Santra et al. Journal of Electrical Systems and Inf Technol             (2020) 7:3 	

Ta
bl

e 
2 

In
pu

t d
at

a 
of

 th
e 

5-
un

it
 te

st
 s

ys
te

m

U
ni

t
a i (

$)
b i (

$/
M

W
h)

c i (
$/

M
W

2 h)
e i (

$/
h)

f i (
ra

d/
M

W
)

P m
in

 (M
W

)
P m

ax
 (M

W
)

U
R 

(M
W

/h
)

D
R 

(M
W

/h
)

PO
Zs

 (M
W

)

U
1

25
2

0.
00

8
10

0
0.

04
2

10
75

30
30

[2
5 

30
], 

[5
5 

60
]

U
2

60
1.

8
0.

00
3

14
0

0.
04

20
12

5
30

30
[4

5 
50

], 
[8

0 
90

]

U
3

10
0

2.
1

0.
00

12
16

0
0.

03
8

30
17

5
40

40
[6

0 
70

], 
[1

25
 1

40
]

U
4

12
0

2
0.

00
1

18
0

0.
03

7
40

25
0

50
50

[9
5 

11
0]

, [
16

0 
18

0]

U
5

40
1.

8
0.

00
15

20
0

0.
03

5
50

30
0

50
50

[8
5 

10
0]

, [
17

5 
20

0]



Page 14 of 30Santra et al. Journal of Electrical Systems and Inf Technol             (2020) 7:3 

43,213$/day, respectively, whereas the cost for HPSTCO is 42,151.3377$ only. The aver-
age execution time required for one complete solution was 0.98 min till eighth iteration, 
and thereafter, the convergence curve becomes a straight line, which is acceptable for 
DED solutions, though it is not the least in comparison to the time taken by other meth-
ods. The convergence characteristic of the proposed algorithm is depicted in Fig. 3.  

Test case 2: 10‑unit system

In this test case, the valve point effect, ramp rate constraints, transmission and genera-
tion limits are considered. The basic input data of the 10-unit system are listed in Table 7. 
The B-matrix coefficients (per MW) for calculating power loss are given in Table 8. The 
load demand of the system is divided into 24 dispatch intervals as shown in Table 9.

Results obtained by MATLAB simulation are presented in Table  10. The graphical 
representation of Table  10 is shown in Fig.  4.  From Table  11 that compares the out-
put of HPSTCO with that of other recently published hybrid methods such as hybrid 
MILP–IPM [28], hybrid BBOSB [29], HIGA [25], hybrid LDISS [24] and hybrid EP–SQP 
[32], it is found that the cost (in $/day) yielded by these methods for 10-unit system is 
1,040,676, 1,038,362.014, 1,041,087.802, 1,039,083 and 1,035,748, respectively. In com-
parison, cost and loss yielded by HPSTCO are 1,035,730.203 $ and 811.6073 MW only 
which is the least among all. The average execution time required for one complete solu-
tion was 1.85 min, which is not the least of all but less than many DED solutions. The 
convergence characteristic of the HPSTCO is depicted in Fig.  5 which shows that the 
result converged after 50 generations and 1.85 min.   

Test case 3: 10‑unit system without transmission loss

Unlike test case 2, here a 10-unit system is considered without transmission loss. Like 
test case 2, valve point effect, ramp rate constraint and generation limits are consid-
ered. Input data or DED parameters of the 10-unit system are sane as listed in Table 7. 
The load demand of the system is divided into 24 dispatch intervals same as shown in 
Table 9. Results of best generation schedule at each hourly interval as obtained through 
MATLAB simulation are presented in Table 12. The fuel cost yielded by the HPSTCO 
method is 1,015,438.967 $/day. The graphical representation of Table  12 is shown in 
Fig. 6. 

In Table 13, output of proposed HPSTCO for test case 3 is compared with the output 
given (for the same case) by other recently published hybrid methods, namely ADE–SA 
[34], hybrid MILP–IPM [28], FA–PSOTVAC [27], BBOSB [26], HIGA [25], LDISS [24], 
hybrid GSA–SQP [22], hybrid DE [19], EPSO–GM [33] or hybrid PSO–SQP [17]. The 
generation cost yielded by these methods (taken in the same order) are 1016412.81$/day, 

Table 3  B-matrix coefficients (per MW) [31]

Bij =











0.000049 0.000014 0.000015 0.000015 0.000020

0.000014 0.000045 0.000016 0.000020 0.000018

0.000015 0.000016 0.000039 0.000010 0.000012

0.000015 0.000020 0.000010 0.000040 0.000014

0.000020 0.000018 0.000012 0.000014 0.000035










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1,016,311$/day, 1,024,163$/day, 1,017,530.3328$/day, 1,018,473.380$/day, 1,018,166$/
day, 1,027,247.78$/day, 1,031,077$/day, 1,023,691.11$/day and 1,027,334$/day, respec-
tively. The cost given by HPSTCO is 1,015,438.967 $/day which is lesser than the best 
cost produced by the other hybrids. Hence, from cost point of view the proposed 
HPSTCO is better than others. The convergence time is 1.79 min; the convergence rate 
(only eight iterations) as  evident from Fig. 7 is quite acceptable. 

Table 5  Best fuel cost obtained by using HPSTCO for 5-unit system

Hour Demand (MW) U1 U2 U3 U4 U5 Loss (MW) Cost ($/h)

1 410 20.3374 98.5552 30.0314 125.0858 139.8067 3.8164 1229.6038

2 435 53.3657 98.5127 112.305 124.7849 50.0573 4.0257 1319.4197

3 475 10.11 96.0123 110.7303 122.6369 140.2756 4.7651 1401.2008

4 530 60.6107 98.2357 112.4767 124.7797 139.732 5.8349 1587.648

5 558 10.8884 97.8235 112.7349 203.6139 139.6816 6.7422 1603.4944

6 608 57.3389 98.5283 112.526 208.3053 139.1617 7.8601 1770.1108

7 626 74.2931 98.5974 112.5902 209.118 139.7157 8.9287 1787.2622

8 654 12.0297 98.6812 112.5217 210.1569 229.8739 9.2634 1801.0425

9 690 50.7741 98.1661 112.5615 209.145 229.5174 10.1641 1984.7981

10 704 65.9002 98.3341 112.1563 208.974 229.1928 10.5573 2004.6265

11 720 74.448 98.5729 114.9597 210.468 232.5796 11.0283 2049.0192

12 740 74.8962 101.3824 128.4828 212.6752 234.15 11.2567 2214.9176

13 704 65.9002 98.3341 112.1563 208.974 229.1928 10.5073 2004.6265

14 690 49.2195 98.814 112.9205 210.0223 229.192 10.1683 1984.3179

15 654 11.409 99.333 113.2733 209.5672 229.6794 9.2619 1802.9118

16 580 20.534 98.5767 113.401 125.2608 229.428 7.2005 1658.1718

17 558 10.0654 95.734 112.7926 205.8223 140.3331 6.7433 1601.2262

18 608 49.4414 98.4987 113.2245 125.0287 229.6532 7.8464 1786.1253

19 654 11.8197 98.928 112.2354 209.9334 230.3501 9.2666 1805.2276

20 704 64.8938 98.2649 112.4795 209.7271 229.1929 10.5582 2000.2886

21 680 38.1861 98.5191 112.9917 209.8135 230.3942 9.2045 1950.8657

22 605 45.5373 99.2293 30.101 209.6147 228.9415 8.4238 1788.5538

23 527 52.104 98.6116 112.7946 40.6615 228.9582 6.13 1610.998

24 463 74.9426 98.4372 30.4952 124.4585 139.431 4.7645 1404.8809

Total loss (MW) 194.3182 –
Total cost ($/day) 42,151.3377

Table 6  Comparison (of cost and computation time) with other hybrid methods

Method Minimum cost ($/day) Transmission loss (MW) Computation 
time (min)

HPSTCO 42,151.3377 194.3182 0.98

CMIWO [36] 43,136.787824 – –
MGDE [37] 43,184.465450 – –
BBOSB [29] 43,017.9597 – –
MILP–IPM [28] 43,084 195.2668 0.87

HIGA [25] 43,125.365 194.804 2.06

BBPSO [26] 43,222.7 – 1.48

LDISS-2 [24] 43,213 – 3.17
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Test case 4: 30‑unit system

In this test case, input data [15] are obtained by tripling the data of 10-unit system given 
in Tables 7 and 8. The load demand of the system as divided into 24 dispatch intervals 
is given in Table 14. In this case, the VPL effects, ramp rate constraints and generation 
limits are considered. DED results obtained by MATLAB simulation are presented in 
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Fig. 2  Power generation, power demand and loss profile over 24-h period in a day for test case 1

Table 7  Characteristic input data of the 10-unit system

Unit ai ($) bi ($/
MWh)

ci ($/
MW2h)

ei ($/h) fi (rad/
MW)

Pmin (MW) Pmax 
(MW)

UR 
(MW/h)

DR (MW/h)

U1 958.2 21.6 0.00043 450 0.041 150 470 80 80

U2 1313.6 21.05 0.00063 600 0.036 135 460 80 80

U3 604.97 20.81 0.00039 320 0.028 73 340 80 80

U4 471.6 23.9 0.0007 260 0.052 60 300 50 50

U5 480.29 21.62 0.00079 280 0.063 73 243 50 50

U6 601.75 17.87 0.00056 310 0.048 57 160 50 50

U7 502.7 16.51 0.00211 300 0.086 20 130 30 30

U8 639.4 23.23 0.0048 340 0.082 47 120 30 30

U9 455.6 19.58 0.10908 270 0.098 20 80 30 30

U10 692.4 22.54 0.00951 380 0.094 55 55 30 30

Table 8  B-matrix coefficients (per MW)

Bij =





























8.7 0.43 − 4.61 0.36 0.32 − 0.66 0.96 − 1.6 0.8 − 0.1

0.43 8.3 − 0.97 0.22 0.75 − 0.28 5.04 1.7 0.54 7.2

− 4.61 − 0.97 9 − 2 0.63 3 1.7 − 4.3 3.1 − 2

0.36 0.22 − 2 5.3 0.47 2.62 − 1.96 2.1 0.67 1.8

0.32 0.75 0.63 0.47 8.6 − 0.8 0.37 0.72 − 0.9 − 0.69

− 0.66 − 0.28 3 2.62 − 0.8 11.8 − 4.9 0.3 3 − 3

0.96 5.04 1.7 − 1.96 0.37 − 4.9 8.24 − 0.9 5.9 − 0.6

− 1.6 1.7 − 4.3 2.1 0.72 0.3 − 0.9 1.2 − 0.96 0.56

0.8 0.54 3.1 0.67 − 0.9 3 5.9 − 0.96 0.93 − 0.3

− 0.1 7.2 − 2 1.8 0.69 − 3 − 0.6 0.56 − 0.3 0.99





























× 10
−5
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Table 15, the graphical representation of which is shown in Fig. 8. The fuel cost obtained 
by the proposed method is 1,051,964.4$/day.  

In Table  16, the simulation result of proposed HPSTCO is compared with other 
recently published hybrid methods, namely BBOSB [29], FA–PSOTVAC [27], 
BBPSO [26], HIGA [25], LDISS [24], HHS [15] and hybrid EP–SQP [17], which 
are 3,054,190.6032$/day, 3,105,700$/day, 3,062,144$/day, 3,055,435.068$/day, 
3,051,259.9486$/day, 3,057,313.39$/day and 3,159,204$/day, respectively. In comparison, 
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Fig. 3  Convergence graphs of test case 1

Table 11  Cost and computation time comparison of optimization results in case 2

Method Best cost ($/day) Mean cost ($/day) Worst cost ($/day) Loss (MW) Computation 
time (min)

HPSTCO 1,035,730.203 1,036,236.632 1,036,987.342 811.6073 1.85

MILP–IPM [28] 1,040,676 – – 882.7374 1.12

BBOSB [29] 1,038,362.014 1,039,968.7779 1,041,538.9613 819.8625 –
HIGA [25] 1,041,087.802 1,042,980.147 1,044,926.653 853.53 3.8

LDISS-2 [24] 1,039,083 1,041,091 1,042,630 812.5324 13.64

Hybrid EP–SQP [32] 1,035,748 – – – 20.51

MVMO–SH [34] 1,036,260 – – – 3.7
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Fig. 4  Power generation, power demand and loss profile over 24-h period in a day for test case 2
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the cost yielded by HPSTCO is 3,051,105.813 $/day only. The average execution time 
required for one complete solution was 4.25  min, which is better than time required 
by many other methods. Figure  9 shows that the technique takes only nine iterations 
to reach to steady state which is a good convergence characteristics compared to other 
methods.

Conclusion
In this paper, HPSTCO has been taken up as a cost minimization and schedule optimi-
zation method for 24-h time interval in four test cases representing small- to medium-
scale thermal power generation system. Such a hybrid method was never implemented 
before for dynamic emission dispatch. A synergistic combination of two popular tech-
niques for optimization has been able to mitigate the limitations of the individual tech-
niques. Besides improving the convergence rate, the exploration of neighborhood area 
for finding local optima has bettered. The hybrid has overcome the problem of conver-
gence to local optima and yields a good globally optimal solution.

From the trial runs of the test cases, it can be concluded that HPSTCO is reliable, 
robust and can consistently provide high-quality solutions of DED considering practi-
cal operational constraints, such us valve point effects and multiple fuel changes. The 
convergence characteristics of HPSTCO are also quite acceptable though not one of the 
best.

The performance of HPSTCO in terms of cost minimization and dispatch schedule 
optimization when compared with different other hybrids is found to be quite com-
petitive and can be safely used as an effective metaheuristic for small to medium scale, 
simple to complex DED problems. In future, this hybrid method can be used to solve 
the problem of dynamic economic emission dispatch (DEED) problem, multi-objective 
economic dispatch (MOED) and multi-objective economic emission dispatch (MEED) 
problem and multi-area economic dispatch (MAED) problem of large-scale power gen-
eration system. The HPSTCO method can also be applied to find the impact on opti-
mum dispatch problem of renewable energy like solar and wind energy.
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Fig. 5  Convergence graphs of test case 2
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Fig. 6  Power generation and power demand profile over 24-h period in a day for test case 3

Table 13  Cost and computation time comparison of optimization results in case 3

Method Pop size Iteration Best cost ($) Mean cost ($) Worst cost ($) Computation 
time (min)

Proposed method 50 13 1,015,438.967 1,016,235.527 1,017,983.495 1.79

SaANS–SDP with VRS 
[38]

240 – 1,041,100 1,044,300 1,047,140 –

MVMO–SH [34] – – 1,015,903 – – 2.8

ADE–SA [35] – – 1,016,412.81 – – 1.805

MILP–IPM [28] – – 1,016,311 – – 0.08

FA–PSOTVAC [27] 50 200 1,024,163 1,794,400 13,793,000 8.4934

BBOSB [29] – – 1,017,530.3328 1,018,487.8504 1,019,954.8584 –
HIGA [25] – – 1,018,473.380 1,019,328.460 1,022,283.542 3.53

LDISS-2 [24] 50 30 1,018,166 1,019,344 1,020,030 9.25

Hybrid GSA–SQP [22] – 6000 1,027,247.78 – – 5.21

Hybrid DE [19] – – 1,031,077 – – –
EPSO–GM [33] 20 20,000 1,023,691.11 1,026,034.14 1,029,736.00

Hybrid PSO–SQP [17] – – 1,027,334 – – 18.12
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Fig. 7  Convergence graph of test case 3
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Table 15  Simulation results for optimal 24-h cost and loss of 30-unit test system

Hour 1 2 3 4 5 6 7 8
Demand (MW) 3108 3330 3774 4218 4440 4884 5106 5328

Unit

U1 156.6361 152.7871 227.016 306.5455 299.7807 381.0959 451.3755 458.2256

U2 137.3883 216.7005 206.1411 223.0697 221.1078 386.3257 402.5933 386.7338

U3 183.5077 77.8266 185.1793 171.2173 317.6486 200.4145 313.0271 302.1198

U4 67.3196 64.0967 69.648 61.7487 120.2736 80.0232 62.9823 118.2491

U5 115.0444 172.8201 73.5132 172.2926 221.1498 124.6679 222.2963 74.3905

U6 160 160 112.7483 125.3848 132.9651 119.5061 160 113.516

U7 130 130 130 130 130 130 130 130

U8 53.3852 47.1425 56.6072 77.1069 48.3576 86.6343 83.3684 87.9544

U9 22.4203 51.7661 22.3595 21.438 21.7893 20.0857 52.0115 21.0687

U10 55 55 55 55 55 55 55 55

U11 150.7162 164.6547 225.9203 244.0467 381.6101 463.5108 302.305 453.867

U12 137.4399 231.2731 222.998 396.115 223.1169 307.9706 311.7996 392.7023

U13 74.6049 184.9427 75.5644 183.6572 196.0591 300.8891 303.7 324.501

U14 61.3152 92.4835 114.8251 77.1772 61.3068 68.8396 67.8669 113.1989

U15 123.6486 76.8173 74.6512 118.4038 226.0671 212.2472 180.3214 123.0396

U16 131.1538 160 122.9518 121.8622 160 122.5299 126.7631 128.3935

U17 130 130 130 130 130 130 130 130

U18 49.9019 47.0916 120 48.1175 83.8864 83.3179 53.7866 120

U19 25.6158 22.3027 21.7725 21.7898 52.4353 20.2422 21.5846 21.3338

U20 55 55 55 55 55 55 55 55

U21 153.6568 155.195 229.3618 210.9768 310.5565 226.3367 305.6144 297.1359

U22 136.1982 136.6017 308.8311 397.4244 145.145 408.2237 314.1424 401.4987

U23 175.8338 96.2927 313.3874 300.1877 325.1337 290.9892 292.0067 292.3057

U24 121.9591 60.9382 66.9515 60.7523 66.3776 70.3569 84.2282 116.8452

U25 122.6434 175.122 173.2034 130.4837 73.722 122.5648 175.1315 223.0581

U26 114.4669 124.0518 124.7801 124.9592 124.8547 121.8398 123.1107 120.0564

U27 130 130 130 130 130 130 130 130

U28 56.7627 82.4834 49.5629 47.4806 48.9207 88.7115 120 55.3063

U29 21.3812 21.61 21.026 20.7623 22.7356 21.6768 20.9844 27.4997

U30 55 55 55 55 55 55 55 55

Cost per unit ($/day) 86,712.26 91,749.84 100,913.2 101,210.8 114,233.9 123,976.6 129,921.8 135,035.5

Hour 9 10 11 12 13 14 15 16
Demand (MW) 5772 6216 6438 6660 6216 5772 5328 4662

Unit

U1 455.4156 454.461 468.1167 456.6197 457.9405 459.2393 379.9946 227.0437

U2 395.4997 389.5283 389.5237 395.1748 393.8168 395.647 460 396.5805

U3 340 310.1666 340 304.6925 297.1566 307.9964 294.5595 308.1237

U4 236.9211 124.4537 183.2899 300 300 119.3569 67.6225 63.5592

U5 122.9109 221.9668 219.9002 243 220.2901 229.1454 230.3565 77.5625

U6 160 160 160 122.5459 160 119.7974 160 120.076

U7 130 130 130 130 130 130 130 130

U8 87.3227 120 120 120 84.5263 84.5242 81.2069 48.4701

U9 48.8748 47.7972 22.5313 20.3959 22.1823 24.5704 24.2413 20.5996

U10 55 55 55 55 55 55 55 55

U11 470 456.9818 470 470 470 384.6041 451.6924 384.368

U12 314.5853 395.3526 404.0876 460 460 394.5032 219.1056 306.9112

U13 330.2565 340 304.0497 340 340 340 294.2354 313.2232
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Table 15  (continued)

Hour 9 10 11 12 13 14 15 16
Demand (MW) 5772 6216 6438 6660 6216 5772 5328 4662

U14 173.7543 300 300 300 123.5559 63.2327 61.1228 122.652

U15 174.5582 243 224.3059 243 172.4131 228.2889 127.9415 221.4074

U16 124.267 160 160 160 160 160 121.8913 116.3018

U17 130 130 130 130 130 130 130 130

U18 120 120 82.8362 83.8627 120 50.8432 120 47.224

U19 20.5503 20.5962 50.4151 26.8082 23.4197 28.5902 45.0589 23.0396

U20 55 55 55 55 55 55 55 55

U21 454.5898 470 470 455.0604 470 462.2676 456.3738 302.14

U22 389.9642 460 398.0501 460 308.5902 460 398.653 309.5274

U23 321.3959 306.968 340 300.6481 293.9653 303.3105 312.6154 312.887

U24 121.2386 62.9746 300 300 300 118.3226 60.4335 69.8464

U25 164.1937 240.9904 173.8243 243 227.3967 218.3714 172.7586 118.3036

U26 120.0645 117.9701 160 160 160 160 129.4894 127.6315

U27 130 130 130 130 130 130 130 130

U28 49.7019 85.6586 120 120 47.3427 84.21 49.3565 49.1868

U29 20.9349 52.1342 22.0693 20.1918 48.4037 20.1785 54.2906 20.3349

U30 55 55 55 55 55 55 55 55

Cost per unit ($/day) 143,473.9 155,980 161,285.4 162,735.1 154,869.6 142,933.5 134,027.4 114,389.1

Hour 17 18 19 20 21 22 23 24
Demand (MW) 4440 4884 5328 6216 5772 4884 3996 3552

Unit

U1 227.1256 154.7243 460.3588 451.4051 458.4054 462.8513 377.7089 380.4584

U2 141.7164 306.3977 398.8181 396.6633 460 399.1278 142.5676 309.7039

U3 308.8095 309.1892 290.493 295.4164 340 298.7534 294.1235 199.6546

U4 65.5958 61.7759 123.4598 300 122.1345 119.4114 66.4421 69.2744

U5 216.1024 232.908 174.3895 183.0822 178.7955 75.9503 120.1514 74.7298

U6 135.3044 123.6005 129.0219 160 160 160 125.6952 123.2682

U7 130 130 130 130 130 130 130 130

U8 47.5604 47.8949 82.6273 49.0022 120 48.3291 54.128 47.3901

U9 52.2878 20.5378 23.1839 24.1483 32.3267 21.307 20.5975 21.4514

U10 55 55 55 55 55 55 55 55

U11 306.0758 381.7282 299.7631 470 378.9605 370.6101 296.1123 153.4444

U12 392.9375 397.905 401.1924 460 398.7344 396.6708 394.3747 136.7718

U13 294.2377 304.3464 303.4469 289.4879 298.3372 308.4771 185.7545 78.6511

U14 101.2546 73.6006 182.9236 122.8943 120.8767 66.1119 63.8072 131.6552

U15 74.0031 123.2715 73.1885 219.0339 243 116.8524 169.4518 119.991

U16 127.8285 124.1132 131.9019 120.4227 134.9719 117.4291 129.3315 122.4987

U17 130 130 130 130 130 130 130 130

U18 47.8673 85.1634 119.2559 86.6209 120 85.4857 50.3169 49.0406

U19 22.8533 53.8519 22.8715 26.6395 23.2127 46.1556 50.992 51.7326

U20 55 55 55 55 55 55 55 55

U21 227.3557 456.9452 376.3048 470 380.5054 231.8649 151.9123 230.8197

U22 388.5731 315.1246 397.0103 398.8798 387.1446 310.4801 215.9083 221.6757

U23 198.615 185.1819 308.4753 308.0651 292.2205 281.615 195.0372 73.2621

U24 73.8779 73.1462 69.9627 300 115.5469 106.3535 65.2368 66.9052

U25 224.3901 223.42 172.1393 228.3715 221.6636 74.7023 73.0682 121.313

U26 137.1451 160 160 160 160 121.6104 127.5902 119.6289

U27 130 130 130 130 130 130 130 130
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Table 15  (continued)

Hour 17 18 19 20 21 22 23 24
Demand (MW) 4440 4884 5328 6216 5772 4884 3996 3552

U28 49.8953 86.5096 50.5047 120 47.2221 83.3086 49.1244 47.7603

U29 23.5878 27.6636 21.707 20.867 22.9416 25.5422 21.5677 45.9188

U30 55 55 55 55 55 55 55 55

Cost per unit ($/day) 114,449.5 124,822 132,574.6 154,810.8 144,475.6 125,095.4 105,455.3 95,974.6

Total best cost (for 30 units) = 3,051,105.8134 ($/day)

Total mean cost (for 30 units) = 3,053,546.734 ($/day)

Total worst cost (for 30 units) = 3,055,657.243 ($/day)
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Fig. 8  Power generation and power demand profile over 24-h period in a day for test case 4
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Fig. 9  Convergence graphs of test case 4
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Abbreviations

Formulation of dynamic economic dispatch (DED)
ai (in $/h), bi (in $/MWh) and ci (in $/MW2 h): fuel cost coefficients of ith unit; ei (in $/h) and fi (in 1/MW): valve point 
loading coefficients of the ith unit; Ci,t (Pi,t): cost of producing real power output Pi,t at time t; n: number of dispatch-able 
power generating units; PD: total load demand; Pi,t: real power output of ith unit during time interval t; URi, DRi: upper 
ramp and down ramp rate limits of the ith generator; Pi

lower, Pi
upper: lower and upper boundary generation limits of ith 

unit; PL (t): transmission line losses at time t; T: total number of hours of operation; CT: total number of hours of operation; 
ni: No. of POZ of unit i; Bi,j, B0,i, B0,0: B-loss coefficient.

Optimization algorithm: particle swarm optimization (PSO)
Xi: position of a particle i; �Vik: velocity vectors for particle i in the previous iterations; �Vi{k + 1}: velocity vectors for particle i 
in the current iterations; D: dimension; S: d-dimensional search space; c1, c2: positive constants; r1, r2: random param-
eters of uniform distribution; Xpi: local best (pbest) position of a particle i; Xgi: global best (gbest) position of a particle i; Vi: 
velocity of particle i; w: inertia weight.

Termite colony optimization (TCO)
Xi: cost/fitness function value for each position of the termite; M: size of the termite population; D: dimension; fit(Xi): 
fitness function value for each position of termite; Rw: random walk function of current position radius of search; Bi: best 
local position of termite; τi{t − 1}: pheromone level of ith termite at the current locations; τi{t}: pheromone level of ith ter-
mite at the previous locations; ρ: evaporation rate of pheromone; wb, rb: probabilistically controls parameters for attract-
ing the termite toward local best position; Xmax, Xmin: maximum and minimum limit of search space along a dimension.

HPSTCO
η: switching time; n1: iterations of PSO; n2: iterations of TCO; c1 & c12: acceleration coefficient; γ: constriction factor; P = 
(p1,p2,.....pn ): priority list; s: population size; Lb & Ub: lower and upper bound of solution space.
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Table 16  Cost comparison of optimization results for 30-unit test system

Method Pop size Max iteration Minimum cost 
($)

Mean cost ($) Maximum cost 
($)

Time (min)

Proposed 
method

100 50 3,051,105.813 3,053,546.734 3,055,657.243 4.25

BBOSB [29] – – 3,054,190.6032 3,055,431.4392 3,057,772.7211 –

BBO–PSOTVAC 
[27]

50 1000 3,105,700 – 3,122,200 3.4018

BBPSO [26] – – 3,062,144 3,067,277 – –

HIGA [25] – – 3,055,435.068 3,058,126.233 3,066,754.92 –

LDISS-2 [24] 100 50 3,051,259.9486 3,054,149.2516 3,056,051.0341 25.46

HHS [15] – 25 3,057,313.39 – – 27.65

Hybrid EP–SQP 
[17]

– – 3,159,204 3169,093 – –
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