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Abstract 

A newly discovered coronavirus called COVID-19 poses the greatest threat to man‑
kind in the twenty-first century. Mortality has dramatically increased in all cities 
and countries due to the virus’s current rate of spread. A speedy and precise diagnosis 
is also necessary in order to treat the illness. This study identified three groups for chest 
X-ray images: Covid, normal, and pneumonia. This study’s objective is to present 
a framework for categorizing chest X-ray images into three groups of pneumonia, 
normal, and Covid scenarios. To do this, chest X-ray images from the Kaggle data‑
base which have been utilized in previous studies were obtained. It is suggested 
to use an Efficientnet_b0 model to identify characteristics in raw data hierarchically. 
An unedited X-ray image of the chest is enhanced for more reasonable assump‑
tions in order to apply the proposed method in real-world situations. With an overall 
accuracy of 93.75%, the proposed network correctly identified the chest X-ray images 
to the classes of Covid, viral pneumonia, and normal on the test set. 90% accuracy rate 
for the test dataset was attained for the viral pneumonitis group. On the test dataset, 
the Normal class accuracy was 94.7%, while the Covid class accuracy was 96%. The 
findings indicate that the network is robust. In addition, when compared to the most 
advanced techniques of identifying pneumonia, the concluded findings from the sug‑
gested model are highly encouraging. Since the recommended network is successful 
at doing so utilizing chest X-ray imaging, radiologists can diagnose COVID-19 and other 
lung infectious infections promptly and correctly.
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Introduction
Globally, COVID-19 had a profound effect on people and healthcare systems [19]. 
The World Health Organization (WHO) declared the coronavirus infection (COVID-
19) as a worldwide pandemic. The virus was discovered for the first time in main-
land China’s Hubei province’s capital city Wuhan in December 2019 [1]. People who 
are near together will spread COVID-19 more quickly. According to data from John 
Hopkins University, there were 641,880,840 fatalities and 584,884,407 illnesses world-
wide as of July 29, 2022. Restrictions on movement assist in keeping the sickness 
under control, and careful hand washing is always advised to avoid viral infections. 
Meanwhile, the most common signs of illness are fever and cough. Chest ache, a sore 
throat, and phlegm coughing are possible additional symptoms. Viral pneumonia, 
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which carries a 5.8% mortality risk, may lead to COVID-19. The COVID-19 mortality 
rate is 5% that of the Spanish flu epidemic in 1918. The following vaccines currently 
have Emergency Use Listings as of January 12, 2022. (EUL): Pfizer/BioNTech Comir-
naty vaccine, SII/COVISHIELD and AstraZeneca/AZD1222 vaccines, The Janssen/
Ad26.COV 2.S vaccine developed by Johnson & Johnson, Moderna COVID-19 vac-
cine (mRNA 1273), Sinopharm COVID-19 vaccine, Sinovac-CoronaVac vaccine, 
Bharat Biotech BBV152 COVAXIN vaccine, The Covovax (NVX-CoV2373) vaccine, 
The Nuvaxovid (NVX-CoV2373) vaccine to be use to vaccinate people against the dis-
ease. The virus’s genomic sequence demonstrates that its DNA changes to enable it 
to live in each environment it encounters, and Fig. 1 depicts what the virus looks like 
under a microscope.

COVID-19 is often diagnosed using reverse transcriptase-polymerase chain reac-
tion (RT-PCR), a laboratory process that interreact with other ribonucleic (RNA) and 
deoxyribonucleic (DNA) acids to quantify the quantity of certain ribonucleic acids 
using fluorescence [3]. Nasal secretion research samples are subjected to RT-PCR 
analysis. To get the samples, a swab is softly placed into the nose and pushed into 
the nasopharynx to collect secretions. Even though it is currently expensive, sluggish, 
and in great demand, it gives a high level of accuracy. Despite being often available, 

Fig. 1  Ultrastructural morphology of the coronavirus as seen under an electronic microscope [6] 
(COVID-19)—Images | BMJ Best Practice)
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faster, and less costly, chest computed tomography (CT) scans and chest X-rays might 
be difficult to interpret for the signals that signify the presence of COVID-19 in the 
lungs.

RT-PCR was less effective than CT scans and X-rays for detecting COVID-19 symp-
toms in the lower respiratory tract [15]. In rare circumstances, RT-PCR testing can take 
the role of CT scans and X-ray examinations. This will be possible because to the devel-
opment of advanced diagnostic systems employing artificial intelligence (AI) methods. 
CT scans and chest X-ray images are utilized to detect COVID-19 in a person more 
quickly and easily.

In recent years, healthcare prediction has played a major role in saving lives [2]. An 
initial COVID-19 patient examination can be performed using AI as an alternative to 
labor- and time-intensive conventional techniques. In this work, we highly advocate 
the use of AI to forecast COVID-19 occurrences and identify COVID-19 patients using 
chest X-ray images. The objective of this study is to categorize chest X-ray images into 
Covid, normal, and pneumonia groups; as a result, this is a multiclass classification issue. 
We consider CNN-based architecture in this situation since it is known for its better 
acceptance performance in image categorization or detection.

These are the primary contributions of the work:

•	 To categorize chest X-ray images into Covid, normal, and pneumonia using convo-
lutional neural network-based architecture which incorporates back-end pre-trained 
EfficientNet_b0 for feature extraction and model snapshots.

•	 Empirical results from 317 patient chest X-ray images show that Efficientnet_b0 
model has a 93–98% accuracy rate for detecting COVID-19 patients.

The rest of the article is organized as follows: related studies about COVID-19 detec-
tion are presented at Section 2. Section 3 presents the whole model architecture, dataset 
description, and performance-evaluation metrics. Section 4 presents the results and dis-
cussions in that order.

Related studies
Since 2020, there have been several investigations toward the analysis and detection of 
COVID-19 [9]. This section’s first portion discusses problems with COVID-19 identifi-
cation using chest X-ray and CT scan data combined with deep learning techniques. The 
second section examines pertinent literature to evaluate projected projections for the 
number of COVID-19 confirmations.

The rapid global spread of COVID-19 has caused it to become a pandemic. It is quite 
challenging to locate affected persons since they do not instantly show symptoms of ill-
ness. Therefore, a routine method of counting the number of potentially impacted per-
sons is needed in order to take the appropriate action. The traditional method of an 
individual’s COVID-19 assessment which is expensive and time consuming can be alter-
natively replace with artificial intelligence process. This study focused on using Deep 
Vision to detect COVID-19 infections in patients and forecast COVID-19 infections 
using chest X-ray images, despite the fact that COVID-19 has been the topic of multiple 
research.
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Numerous studies utilized AI to predict the sickness since the COVID-19 epidemic 
[7, 16]. AI’s primary benefit is that it can be used to train models to categorize hidden 
images. In this study, chest X-ray image were analyzed using AI to determine if patients 
had COVID-19, healthy pneumonia, or viral pneumonia.

COVID‑19 diagnosis using artificial intelligence (deep learning)

A modern machine learning system built on a convolutional neural network (CNN) is 
called the deep learning system made its debut in 2012. Computing models with several 
processing layers may learn data representation by moving through various abstraction 
levels using deep learning techniques. To do categorization tasks from texts, images, or 
sounds, they build a computer model.

Using a sample of 2000 radiograms, transfer learning was utilized to train four 
well-known convolutional neural networks, ResNet18, ResNet50, SqueezeNet, and 
DenseNet-121, to detect COVID-19 illness in the inspected chest X-ray images. When 
these models were evaluated on 3000 images, the bulk of these networks had a sensitiv-
ity rate of 98%, while having a specificity rate of roughly 90% [13]. Deep-learning models, 
according to Alazab et al. [1], have high accuracy and even occasionally improve human 
performance. X-ray machines employ radiation in the form of light or radio waves to 
examine body parts for signs of cancer, lung disease, fractures, and other injuries. While 
this is going on, modern X-ray technology called CT scans is being used to examine the 
soft tissues and organs of active biological components.

Islam et al. [11] applied a deep CNN-LSTM network to a dataset of 4575 X-ray images, 
including 1525 images of COVID-19, to identify a new coronavirus (COVID-19) using 
X-ray images. The suggested method obtained accuracy of 99.4%, AUC of 99.9%, speci-
ficity of 99.2%, sensitivity of 99.3%, and F1-score of 98.9%, according to the testing data. 
With the help of the currently accessible dataset, the system produced the expected 
results. The system will operate much more efficiently if more COVID-19 images are 
made available. The recommended strategy aids physicians in accurately diagnosing and 
treating COVID-19 patients.

In a related research, Bassi and Attux [3] extracted characteristics from chest X-ray 
images and classified the images as COVID-19, pneumonia, or normal using dense con-
volutional networks with transfer learning. They were able to attain an accuracy rate of 
100% on our test dataset.

Furthermore [15] suggested an automated detection technique for the diagnosis of 
patients with coronavirus pneumonia utilizing chest X-ray radiographs and five con-
volutional neural network-based models that had been previously trained (ResNet50, 
ResNet101, ResNet152, InceptionV3, and Inception-ResNetV2). They created three sep-
arate binary classifications with four classes (COVID-19, normal (healthy), viral pneu-
monia, and bacterial pneumonia) using fivefold cross-validation. Compared to the other 
four models, the pre-trained ResNet50 model outperforms them in terms of classifica-
tion accuracy (96.1% accuracy for Dataset-1, 99.5% accuracy for Dataset-2, and 99.7% 
accuracy for Dataset-3).

A model for the automatic prediction of COVID-19 from chest images was also cre-
ated by [9] using a modified version of ResNet50. The modification was made by includ-
ing three extra layers with the labels Conv, Batch Normalize, and Activation Relu. The 
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ResNet50 design incorporates these layers for trustworthy feature extraction and precise 
discrimination. According to test results, the suggested modification, injected layers, 
improves upon current methods by raising diagnostic accuracy to 97.7% for Computer-
ized Tomography dataset and 97.1% for X-Ray dataset.

According to [18], early identification and detection are essential for stopping the 
spread of COVID-19. Several deep learning-based approaches for COVID-19 screening 
in CT scans have recently been developed to automate and aid in the diagnosis. How-
ever, one or more of the following problems exists with these techniques: (i) They treated 
every CT scan slice separately, (ii) they used datasets with identical sets of images to test 
and train the algorithms. The same patient can appear concurrently in the training and 
test sets if the slices are treated individually, which could lead to inaccurate findings.

Furthermore, it calls into question the wisdom of comparing scans from the same 
patient at the same time. Furthermore, the use of a specific dataset raises concerns about 
the generalizability of the approaches. The quality of the images from various CT scan-
ners and databases may vary, reflecting the conditions in the nations and regions from 
which they were obtained. In their work, they offered an efficient deep learning approach 
that merged a voting-based approach with COVID-19 screening to solve these two 
issues. Using a voting method, the approach grouped the images from a certain patient. 
To evaluate the method, the two largest datasets for COVID-19 CT analysis were split 
based on the patients. To evaluate the models’ resilience in a more real-world setting 
where data originate from various distributions, a cross-dataset analysis is also offered. 
As accuracy drops from 87.68 to 56.16% in the best evaluation scenario, the cross-data-
set study has shown that deep learning models’ generalization power is woefully inad-
equate for the task at hand. Their research demonstrated that methods for COVID-19 
detection using CT scans require substantial advancement prior to getting considered as 
a therapy option. To evaluate the approaches in a real-world situation, larger and more 
diverse datasets are also needed.

Materials and methods
The steps of our proposed deep learning-based COVID-19 detection are shown in Fig. 6. 
The following five steps represent a summary of the phases: methods in a practical 
setting.

Step 1: Dataset gathering and preparation.
Step 2: Data augmentation.
Step 3: Implement deep learning (Efficientnet_b0).
Step 4: On the test dataset, analyze the model’s effectiveness.

Dataset

Due to anonymity and confidentiality the dataset has no names attached; Fig. 2 is a ran-
dom selection of some images from the dataset. The dataset included the following infor-
mation: (a) A training dataset comprising chest X-ray images of three patient classes of 
Covid, normal, and viral pneumonia patients. (b) The test dataset containing chest X-ray 
images also with three classes of Covid, normal, and viral pneumonia patients. The origi-
nal dataset was obtained from the Kaggle database with 317 total number of images and 
breakdown in Table 1 as shown below.
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Model

Implementation environment

Google’s open-source and online machine learning platform Collab is used for a vari-
ety of tasks, including research that necessitates a sizable computing infrastructure and 
a large collection of machine learning libraries. It enables machine learning experts to 
quickly design and launch Python applications on Google’s cloud servers. This platform 
is a wonderful match for our project thanks to features like easy sharing and free access 
to internet graphics processing units (GPUs). Making the choice even simpler, it inte-
grates the significant machine learning languages listed below. Torchvision, a package 
for computer vision, was already included in Colab and was not installed; nevertheless, 
the program did install the image timm library. The characteristics of the kind of GPU 
made accessible on Google Colab for using the model are shown in Fig. 3.

Fig. 2  Sample X-ray images of patients

Table 1  Original dataset and its splitting from Kaggle database

Classes Number Classes Number

Training dataset Covid 111 Test dataset Covid 26

Normal 70 Normal 20

Viral pneumonia 70 Viral pneumonia 20

Fig. 3  image showing the type of GPU available on Colab for running the model
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Image preprocessing

Two steps are involved in the image preprocessing:
Step1: The least height and breadth of the dataset images were first determined by 

comparing all of the initially obtained images. All of the images in the collection were 
scaled to 224 × 224 when this lowest dimension was found.

Step2: Pre-processing is done on resized images in line with the ImageNet database. 
Millions of images with tens of thousands of distinct image classifications are part of the 
publicly available ImageNet computer vision dataset. The ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) encourages the creation of cutting-edge algorithms by 
utilizing a portion of the ImageNet database’s collection of images [10]. In this study, a 
network that has previously been trained on the ImageNet database is used to train the 
network on our dataset. Transfer learning is the technique of employing a network that 
has already been trained on the ImageNet database to train a network on a new data-
set. The scaled images from step 1 are next preprocessed in line with the images in the 
ImageNet database. Before subtracting the ImageNet mean and dividing the ImageNet 
standard deviation, each pixel in the ImageNet database is divided by 255. The images 
in our dataset are handled uniformly. The following ImageNet statistics are used to indi-
vidually normalize each of the three channels of an image’s pixels: Channels 1, 2, and 3’s 
respective means are 0.48, 0.456, and 0.406 correspondingly. The standard deviations for 
Channels 1, 2, and 3 were 0.229, 0.224, and 0.225, respectively.

Final shape and  input size of  images: we used a  four‑dimensional data loader tensor 
of batch, channel, height and weight  Number of batches: 32.

Number of channels: 3
Height of image = 224.
Weight image = 224.
78% of the X-rays from the train images were used to produce the training dataset, 

while 22% were used to create the test dataset (holdout).

Data augmentation

A group of methods referred to as data augmentation are used to produce extra data 
points from the present data in order to artificially enhance the amount of data. Deep 
learning models can be used to create new data or make tiny alterations to existing data. 
Machine learning models become more robust as a result of data augmentation tech-
niques that simulate variations that will be met by the models in a real situation. In this 
investigation, the data augmentation techniques employed were cropping and random 
erasing.

(I) Center cropping: This layer crops the center of the images to a 224 by 224 target 
size. An image will be enlarged and cropped if it is lower than the goal size in order to 
return the biggest window that still maintains the desired aspect ratio. (II) By selecting 
a rectangular section in an image, random values are applied to the pixels that will be 
erased [21]. Random erasing is simple to use, parameter learning-free, and compatible 
with the majority of CNN-based recognition models. Now that all the augmentation are 
applied, Fig. 4 shows a plot of some of those augmented images.
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Efficientnet_b0 network architecture

In this part, we will provide a brief introduction of the Efficientnet_b0 network archi-
tecture. After enhancing the COVID dataset, we applied EfficientNet_b0, which was 
already trained, as a feature extractor. In this phase, it is confirmed that the pre-trained 
EfficientNet_b0 can identify, generalize, and extract crucial chest X-ray features. In actu-
ality, EfficientNets are a set of models that are derived from the EfficientNet_b0 base 
model. The experimental evaluation of the suggested architecture showed the Efficient-
Net_b0 in action. Two fully connected layers that are integrated with batch normaliza-
tion, activation, and dropout, respectively, send the pre-trained EfficientNet_b0 output 
features to our proposed custom top layers. A visual representation of the EfficientNet_
b0 design is shown in Fig. 5 (the basic building block of EfficientNet-B0).

Fig. 4  Sample augmented images of the dataset

Fig. 5  EfficientNet_b0 architecture



Page 9 of 15Ayitey Junior et al. Journal of Electrical Systems and Inf Technol           (2024) 11:23 	

All MBConv blocks take the height, width, and channel of h, w, and c as input. C is 
the output channel of the two MBConv blocks. (Note MBConv, mobile inverted bot-
tleneck convolution; DW Conv, depth-wise convolution; SE, squeeze-excitation; Conv, 
convolution.) Here, (A) and (C) are mobile inverted bottleneck convolution blocks, 
but the difference is that (C) is six times that of (A). (B) is squeeze-excitation block. 
A complete workflow of the MBConv1, k3 × 3 and MBConv6, k3 × 3 blocks is shown 
in Fig. 5. Both MBConv1, k3 × 3 and MBConv6, k3 × 3 use depth wise convolution, 
which integrates a kernel size of 3 × 3 with the stride size of s. In these two blocks, 
batch normalization, activation, and convolution with a kernel size of 1 × 1 are inte-
grated. The skip connection and a dropout layer are also incorporated in MBConv6, 
k3 × 3, but this is not the case with MBConv1, k3 × 3. Furthermore, in the case of the 
extended feature map, MBConv6, k3 × 3 is six times that of MBConv1, k3 × 3, and 
the same is true for the reduction rate in the SE block, that is, for MBConv1, k3 × 3 
and MBConv6, k3 × 3, r is fixed to 4 and 24, respectively. Note that MBConv6, k5 × 5 
performs the identical operations as MBConv6, k3 × 3, but MBConv6, k5 × 5 applies 
a kernel size of 5 × 5, while a kernel size of 3 × 3 is used by MBConv6, k3 × 3. Instead 
of random initialization of network weights, we instantiate ImageNet’s pre-trained 
weights in the EfficientNet model, thereby accelerating the training process. Ima-
geNet has performed a great feat in the field of image analysis, since it is composed 
of more than 14 million images covering eclectic classes. The rationale for using pre-
trained weights is that the imported model already has sufficient knowledge in the 
broader aspects of the image domain. As shown in several studies [5], there is reason 
for optimism in using pre-trained ImageNet weights in state-of-the-art CNN models 
even when the problem area (namely COVID-19 detection) is considerably distinct 
from the one in which the original weights were obtained. The optimization process 
will fine-tune the initial pre-training weights in the new training phase so that we can 
fit the pre-trained model to a specific problem domain, such as COVID-19 detection. 
For the feature extraction process of the proposed ECOVNet architecture applying 
pre-trained ImageNet weights is executed after the image augmentation process, as 
presented in Fig. 6.

Fig. 6  An illustration of the suggested model architecture
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Feature extraction using pre‑trained Efficientnet_B0

Scaling up the fundamental network results in the creation of the EfficientNets family of 
models, which includes EfficientNet_B0 through B7 (generally known as EfficientNet_
B0). EfficientNets have two benefits: first, it improves model performance by lowering 
parameters and FLOPS (floating-point operations that can be done by a computer unit 
in one second), and it boosts accuracy (Floating Point Operations Per Second). Efficient-
Nets have attracted attention for their outstanding prediction performance by using a 
compound scaling strategy in the network’s breadth, depth, and resolution. Mention 
how, on CNN, the terms "layers" and "resolution" refer to, respectively, the size of the 
image, while "width" and "depth" refer to the number of channels in each layer. Com-
pound scaling, which asserts that as models get larger, the accuracy gain will decrease, 
is based on increasing the network’s breadth, depth, or image resolution. The network 
dimensions are scaled consistently via compound scaling, which makes use of a com-
pound coefficient. The compound coefficient scales the dimensions as shown in the 
graph below, depending on how many more resources are available for model scaling 
[4]. An EfficientNet can be defined by three dimensions: (i) depth,(ii) width; and (iii) 
resolution:

where the possible scaling factors for each dimension that a grid search may set are α, β, 
and γ, and ∅ is the compound coefficient. The target model size is obtained by scaling the 
baseline network (EfficientNet_B0) using the scaling factors that have been determined. 
For instance, when EfficientNet_B0 is used, ∅  = 1 is specified, the optimal values, i.e., 
α = 1.2, β = 1.1, and γ = 1.15, were gained using a grid search under the constraint of 
α. β2, γ2 ≈ 2. Scaling up EfficientNet_B0 to get EfficientNet_B1 to B7 requires adjust-
ing the value of ∅  in Eq. 1. Several mobile inverted bottleneck convolution (MBConv) 
blocks with integrated squeeze-and-excitation (SE), batch normalization, and Swish acti-
vation make up the EfficientNet_B0 baseline architecture’s feature extraction [4].

The ensemble architecture of EfficientNet, or MBConv, has been shown to catego-
rize images more accurately than conventional convolution while utilizing ten times less 
parameters and FLOPs. Table 2 displays specific details for each tier of the EfficientNet_
B0 reference network. EfficientNet_B0 is composed of 16 MBConv blocks, each of which 
differs in terms of kernel size, feature map expansion phase, reduction ratio, etc. Figure 5 
depicts the whole workflow of the MBConv1, k3 × 3 and MBConv6, k3 × 3 blocks. Both 
MBConv1, k3 × 3 and MBConv6, k3 × 3 employ depth-wise convolution, which combines 
a 3 × 3 kernel size with a s stride size. Batch normalization, activation, and convolution 
with a 1 × 1 kernel size are merged in these two blocks. In MBConv6, k3 × 3, a skip con-
nection and a dropout layer are also included, but not in MBConv1, k3 × 3. Additionally, 
MBConv6, k3 × 3 is six times as fast as MBConv1, k3 × 3 for the expanded feature map, and 
the SE block’s reduction rate is fixed at 4 for MBConv1, k3 × 3 and 24 for MBConv6, k3 × 3, 

Depth : d = α∅

Width : w = β∅

Resolution : r = γ ∅

s.t. α.β2.γ 2
≈ 2

α ≥ 1,β ≥ 1, γ ≥ 1ed
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respectively. The procedures of MBConv6, k5 × 5, which applies a kernel size of 5 × 5, are 
the same as those of MBConv6, k3 × 3, which employs a kernel size of 3 × 3.

Label smoothing

Label smoothing is one of the many regularization techniques. Label smoothing will help 
you train your model with more robustness and improve performance even in the presence 
of noisy data. Label smoothing is pre-implemented in TensorFlow. You just need to pass 
the correct parameter value. It is used to address the issue of over confidence in a model 
since it is an uncalibrated model with consistently increased predicted probability. Label 
smoothing vector is a regularization approach where the loss function is cross-entropy and 
the model uses a softmax function to the pan ultimate logic layer to compute its probability. 
This is because it prevents the largest logic from being larger than the rest. Instead of using 
the one-hot encoded label vector hot, label smoothing combines y−hot and the uniform 
distribution:

(1)y_Is = (1− a) ∗ y−hot + a/k

y_Is = label smooth y value

k = number of label classes

yhot = one hot encoded label vector

a = hyper parameter that controls the degree of smoothing

if α = 1 we get uniform distribution and if α = 0

we obtain the original one hot encoded y_hot

Critierion = nn. CrossEntropyLoss(labelsmoothing = 0.11)

Table 2  Detailed description of the EfficientNet_B0 base network layers

Stage Operation Resolution #Output feature 
maps

#Layers

1 Conv 3 × 3 224 × 224 32 1

2 MBConv1, k3 × 3 112 × 112 16 1

3 MBConv6, k3 × 3 112 × 112 24 2

4 MBConv6, k5 × 5 56 × 56 40 2

5 MBConv6, k3 × 3 28 × 28 80 3

6 MBConv6, k5 × 5 14 × 14 112 3

7 MBConv6, k5 × 5 14 × 15 192 4

8 MBConv6, k3 × 3 7 × 7 320 1

9 Conv 1 × 1 & Pooling & FC 7 × 7 1280 1
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Classifier

The global averaged feature, which is then followed by a classifier, is the outcome of the 
EfficientNet design. We employed a two-layer MLP, also known as a fully connected 
(FC) layer, for the classification test. This MLP integrates elements of EfficientNet into 
two neural layers (each neural layer has 512 nodes).

We used batch normalization, activation, and dropout layers in between FC layers. 
Deep network training is significantly accelerated by batch normalization, which also 
increases neural network stability. The optimization process is smoother and the gra-
dient behavior is more constant and predictable, which speeds up training. Sigmoid 
weighted linear units (SiLUs), whose activation is determined by multiplying the sigmoid 
function by its input, have been used in this work. When evaluated in 3 deep architec-
tures on CIFAR-10/100, [8] discovered that the SiLU consistently outperforms the other 
activation functions:

The activation ak of the kth SiLU for input zk is obtained by multiplying the sigmoid 
function by its input.

Instead of growing monotonically, the activation of SiLU has a global minimum value 
of around −0.28 for zk≈−1.28. The fact that SiLU has a self-stabilizing property is one of 
its key characteristics. The implicit regularizer that prevents the learning of weights with 
large magnitudes is the global minimum, which occurs when the derivative is zero. The 
weights are supported by it like a soft floor. We added a Dropout layer, one of the great-
est regularization techniques, following the activation procedure to reduce overfitting 
and yield predictions that were more accurate. The capacity of this layer to arbitrarily 
delete particular FC layer nodes results in the removal of all arbitrarily selected nodes 
as well as all incoming and outgoing weights. Using either a validation set or a random 
estimate (i.e., p = 0:5), p may be used to assess the likelihood of each layer’s randomly 
selected nodes dropping. We kept the dropout rate at 0.2 throughout. The next opti-
mizer utilized is AdamW, a variation of Adam with a better implementation of weight 
decay. The classification layer assigned the input chest X-ray images to the COVID-19, 
normal, and pneumonia classes using the softmax activation function to convert the 
activation from the previous FC layers into a class score.

Evaluation metric

In order to determine how well the given strategy performed, we used the evaluation 
metric:

(2)f (x) = x.σ(x)

(3)ak(zk) = zkσ(zk).

(4)where sigmoid function is : σ(x) =
1

1+ e−x

(5)Accuracy =
TP + TN

TN+ FP+ TP+ FN
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TP = True positive
TN = True negative
FN = False negative
FP = False positive

Results and discussion
In this section, the findings will be examined together with several experimental 
approaches, the suggested Efficientnet_b0’s output, and the durability of the model. The 
Google Colab Notebooks platform is used to implement the suggested COVID-19 iden-
tification method in Python. Several cutting-edge techniques are used to assess how well 
the suggested model works in addressing the three-class categorization challenge. Deter-
mine if the chest X-ray image belongs in the COVID-19, normal, or pneumonia categories 
using the three-class categorization task. Scikit-Learn, PyTorch, and the TensorFlow back-
end library make up the software stacks for all of our applications. In order to distinguish 
between X-ray images of Covid, normal, and pneumonia patients, the Efficientnet_b0 deep 
network model was trained. Weights are continually changing during deep network train-
ing, which entails backpropagating errors from the top layer to the bottom layer. During 
training, a number of model-related parameters were optimized. The network model’s opti-
mum parameter settings during training are (i) number of input last layer: 2048, (ii) batch 
size: 32, (iii) number of epochs: 150, (iv) optimizer: AdamW, (v) loss function: categorical 
cross-entropy (label smoothing) and (vi) activation function of the last (classification) layer: 
sigmoid weighted linear unit (SiLU). Trained Efficientnet_b0 model has 100% training 
accuracy. It is clear that the developed model predicts i) Covid with test accuracy of Covid: 
96% (24/25), and (ii) normal with test accuracy of normal: 94.7% (18/19). (iii) Pneumonia 
patients with a test accuracy of 90% (18/20) for viral pneumonia. Total overall test accuracy 
is 93.75 (60/64.0). Out of 25 test images of Covid positive, 1 is misclassified as Covid posi-
tive. Out of 19 test images of normal, 1 is misclassified as normal images. There are 2 viral 
pneumonia images out of the 20 test images that were incorrectly identified as such. The 
overall classification accuracy of the designed model on the test dataset was 93.75%, which 
is a respectable level. Table 3 gives a detailed performance of the evaluation metrics used to 

(6)Sensitivity =
TP

TP+ FN

(7)Specificity =
TN

TN+ FP

(8)F1− score =
2 ∗ TP

2 ∗ TP+ FP+ FN

Table 3  Performance metrics of the Efficientnet_b0

Class Accuracy (%) Specificity (%) Sensitivity (%) F1-Score (%)

COVID-19 96 95.7 96.5 95

Pneumonia 90 91 87.9 89.3

Normal 94.7 94.6 94.8 94.6
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assess the performance of the Efficientnet_b0 which give a good indication of the models 
performance.

Conclusion
The coronavirus pandemic has put a major strain on the healthcare systems of every 
nation on the planet due to the enormous number of deaths it has caused. Quicker, 
easier, and less expensive early illness diagnosis can help save lives. The COVID-19 has 
changed the problems that all people now encounter in their everyday lives. There are 
now a lot more people with this infection. Reverse transcriptase-polymerase chain reac-
tion (RT-PCR), the standard technique of diagnosing the disease, has its own challenges 
in identifying true positives and true negatives, similar to immunodiagnostic testing of 
COVID-19-infected persons [20]. The test could also need a range of lab tools, depend-
ing on the ages of the individuals. This study uses a publicly accessible X-ray chest dataset 
from the Kaggle database to identify Covid-19 based on the characteristics obtained from 
the images. The images have been divided into three primary groups. Using efficicient-
net_b0 networks, we demonstrate a successful method for the automated detection of 
COVID-19. With chest X-ray images, this method splits the images into three groups. 
We classified the images using the three Covid classifications of normal, pneumonia, and 
Covid in the provided manner, and an average accuracy of above 90% was attained, which 
is quite encouraging when compared to the most current pneumonia detection tech-
niques. Furthermore, CNN-LSTM [14] models, which have been frequently employed for 
the identification of pneumonia, are contrasted with the suggested Efficientnet_b0 model. 
The proposed model compared with Cornet proposed by [12] that has an accuracy of 
89.60% and VGG16, VGG19, ResNet proposed by [17] also with an accuracy of 80%. The 
findings showed that the suggested model functioned faster and more accurately than the 
comparison models. Additionally, it is anticipated that employing this method will lower 
medical expenses, the likelihood that nurses or doctors may contract COVID-19 during 
swab collection, and future fatalities. Future research will expand the scope of chest X-ray 
images to include more illness classes and integrate them with other clinical data. Further, 
the size of the dataset will also be increased by looking at dataset from other databases.
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