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Introduction
Sentiment analysis, also called opinion mining, is the field of study that examines peo-
ple’s opinions, sentiments, attitudes and emotions toward entities such as products, ser-
vices, organizations, individuals, issues, events, topics and their attributes [1]. Due to 
wide availability of Internet and mobile networks, there is more and more textual data 
being published over the Internet. People are expressing their views or comments over 
the Internet, either on social media or on sites in the form of reviews. Every organization 
wants to analyze the reviews it is getting online, mostly, the product’s success depends 
on the reviews, generally, positive reviews. For instance, the IMDB [16, 41] dataset con-
tains reviews of people regarding different movies. Everyone wants to see a film, only if 
it has positive reviews. So, nowadays more research is being focused to analyze these 
reviews and predict sentiment with minimum errors.

Many sentiment analysis models use machine learning (ML) methods such as naïve 
Bayes and support vector machines [2]. But recently, due to increased amount of data 
or textual information, researchers have been greatly utilizing deep neural networks 
(DNNs) for this task. The CNN is basically applied for the image handling task such 
as mental disorder [37] and video surveillance [38]. Moreover, LSTM utilization apart 
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from text processing can be identified in fault detection [39] in induction motor, electro-
oculogram signal classification [40], etc. In deep neural networks, CNNs have emerged 
as very effective tool in analyzing text, especially the local information of sentence. The 
multi-channel CNN has provided even greater results in this specific field. But, the 
CNNs lack behind in extracting the semantic contextual information between words. In 
addition, LSTMs lack behind CNN in terms of getting the local information. To tackle 
these problems, we have developed a multi-channel CNN + BiLSTM model with atten-
tion mechanism; after experimentation, it is observed as the revolutionary change in text 
analysis, i.e., sentiment analysis task.

In this paper, we have first used the GloVe embeddings [3] to vectorize the representa-
tion of words in a meaningful way; then, this embedding is fed to multi-channel CNN 
with each CNN layer having separate BiLSTM and attention layer. Later, these results 
after all processing are passed through a multilayer perceptron network to classify the 
text as positive or negative. The main objective of this paper is to offer a better classifier 
model to predict sentiment from IMDB dataset.

The paper organization is as follows—"Related work" section highlights the litera-
ture review related to sentiment analysis. Model development is presented in section 
"Methodology." The section "Experimental setup and dataset" demonstrates experimen-
tal setup, dataset and data preprocessing. Results and discussions are shown in section 
"Results and discussion." Finally, conclusion and future scope are presented in section 
"Conclusion and future scope."

Related work
Sentiment analysis is an important and interesting field of research in natural language 
processing (NLP). In recent years, many deep learning techniques have been developed 
for effective and efficient prediction of sentiments. In this section, we discuss the recent 
work accomplished in the field of sentiment analysis.

One of the most important breakthroughs in the NLP is the word embeddings [4]. 
In 2013, Google released a tool called “Word2Vec” to calculate word vectors. It helped 
to relate the similar words with each other and grab the semantic information from a 
sentence effectively. Another similar word embedding, namely, “GloVe” vector embed-
ding, was researched and developed by the researchers of Stanford University [3]. These 
embeddings helped us to overcome major flaws in one-hot encoding, i.e., sparse distri-
bution of words and increased dimensionality of the dataset.

The deep learning techniques have emerged in recent years, and showed excellent 
results in this field. Most commonly used models in NLP are CNNs [5], RNN [6] and 
long short-term memory [7]. The usage of word embeddings has made it possible to use 
CNN for texts and enables the CNN to extract local information in the sentence [8]. A 
two-layer CNN model was proposed by Attardi and Santos to classify the text sentences 
on the basis of extracted features [9], whereas Yin and Schütze used a multi-channel 
CNN network by forming combinations of words [10]. The detailed review on the appli-
cation of CNN is presented in [32], wherein challenges in sentiment analysis are high-
lighted for the textual, visual and multimodal data.

LSTM and CNN–LSTM are other types of models which have been widely applied for 
the task of sentiment analysis. A tree-structured LSTM model was introduced by Tai 
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et al. [11] which achieved good results in sentiment classification, whereas Wang et al. 
introduced a tree-structured CNN–LSTM model for dimensional sentiment analysis 
[12] which captured both local and long distance dependencies between words in sen-
tences. Other than this, Wang et al. [13] also proposed an attention-based LSTM net-
work that focuses on various parts of the sentences. Further, attention model is improved 
for sentiment analysis in  [30]. The cognition grounded data is utilized for training the 
model, wherein contextual information from sentence and document level is extracted 
at the time of model training. The accuracy of 66.80% is achieved on Yelp14 dataset by 
the proposed hybrid model.

A CNN–LSTM-based model was also proposed by Zhou et al. [14] which first utilized 
the CNN layer to extract the sentence local features and later applied the LSTM layer in 
place of pooling layer to obtain the desired classification results. Sun et al. [15] applied 
CNN–LSTM model and hybrid deep learning algorithms to classify the Tibetan blogs 
which achieved the good results.

In recent years, there has been serious adaptation of attention mechanism in text anal-
ysis-based models. Yang et  al. [18] combined the bidirectional RNN (BRNN) and the 
attention layer for the text-level classification task, whereas Long et al. [31] proposed an 
improved CNN and multilayered attention mechanism for the classification task of sen-
timent analysis. In [33], a systematic survey for the textual, visual and multimodal data 
is discussed for the RNN and variants of RNN such as LSTM and gated recurrent unit 
(GRU). The challenges and issues pertaining to sequence modeling in different modali-
ties are highlighted.

On the basis of aforementioned literature review, we identified the potential of CNN, 
LSTM and the attention mechanisms for the task of sentiment analysis as per the past 
research. In this paper, we propose a multi-channel CNN-BiLSTM model with an atten-
tion mechanism to extract more relevant and important features to predict the sen-
timents from the given input. Table  1 presents the summary of the related work and 
highlights the benefits and drawbacks of the existing systems.

Methodology
Before passing the dataset through defined model, the data needs to be preprocessed, 
cleaned and represented in vector form for the model to train or test. Other than that, 
the data also needs to be split and tokenized. Figure 1 shows an overall dataflow of the 
proposed system. Firstly, dataset preprocessing and splitting is performed. Word embed-
ding and tokenization is applied on the dataset. Training is performed using proposed 
classification model, and finally, accuracy and losses are visualized. Further, Fig. 2 pre-
sents the preprocessing of raw input text for the task of sentiment analysis.

Word embedding

To better encode the semantic and co-occurrence information, word embeddings 
are utilized. A word embedding is an n-dimensional dense vector of floating values 
and these values are generated on the basis of cosine similarity between these words. 
Here, n represents the vector dimensions of each embedded word. Hence, overcome 
the problem of sparse matrix and increased dimensions in case of one-hot encoding. 
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There are mainly two pretrained word embeddings—(1) Word2Vec and (2) GloVe. 
Here, we have used the Glove embeddings of 300 dimensions having 42 billion tokens 
with vocab size of 1.9 million. Glove vector model obtains meaning from word-to-
word co-occurrence statistical information.

Table 1 Summarization of related works

Ref Model used Benefits Issues Dataset used

[10] CNN + attention Integrate related impact 
between sentences
Counterpart of each sen-
tence is also considered

Limited dataset WikiQA
SICK

[11] Tree LSTM Superior representation of 
sentence meaning
Tree LSTM worked good for 
shorter sentences

Challenge in depicting the 
part of structure sentences

SemEval 2014
Stanford Sentiment Treebank

[12] Tree CNN–LSTM Text divided in several 
regions and affective facts 
are extracted
Task-specific clauses and 
phrases for constructing 
structured information

More training time due to 
attention module

Stanford Sentiment Treebank
EmoBank

[14] C-LSTM Best strengths from CNN 
and LSTM are utilized for 
model design

Lacks in contextual infor-
mation extraction

Stanford Sentiment Treebank
TREC

[26] LSTM Efficient data preprocess-
ing and partitioning for 
post-classification
LSTM used for feature 
extraction

Less accuracy IMDB

[35] B-MLCNN Prepare single document 
for complete textual 
review and categorizes into 
offered sentiments
BERT used for representa-
tion of feature vector and 
capturing global features
MLCNN performs feature 
extraction

Struggling to determine 
the contextual sense of 
sentences
Large set of parameters 
restrict to find the optimal 
combination

IMDB
Amazon Review

Fig. 1 Overall system model



Page 5 of 12Rajesh and Hiwarkar  Journal of Electrical Systems and Inf Technol           (2023) 10:56  

Convolutional neural network

It was the Yoon Kim [17] who first used the CNN for sentence classification. It has the 
ability to capture semantic local information from a sentence. It can do that by using the 
different numbers and sizes of filters or kernels. These filters are applied to the input to 
extract the feature maps. Filters with different sizes are able to extract variety of infor-
mation from a sentence. We usually refer to it as multi-channel CNN, i.e., we define a 
model with different input channels for processing n-grams of text, where n is the num-
ber of words a kernel reads at a time. Here, we have defined the model for five channels 
to process 3-g, 4-g, 5-g, 6-g and 8-g with equal padding. Usually, after this a pooling 
layer is utilized to consolidate the results from convolutional layer. Later, these pooled 
layers are concatenated, flattened and passed through a dense layer to classify the text. A 
general CNN architecture is shown in Fig. 3 [19].

Bidirectional LSTM

This paper implements the multi-channel CNN method except that in place of using 
pooling layer, all of the convoluted outputs are passed into two bidirectional LSTM layer 
to obtain the contextual information from each of the extracted local data. A long short-
term memory model has the great ability to remember important information about the 
input as compared to its predecessor RNN, which will for the longer period of time. It 
overcomes the problem of vanishing gradient in RNN by using the gating mechanism. 
LSTM uses the input gate, output gate, forget gate and memory cell to remember the 
contextual information for longer period of time. These gates are composed of sigmoid 
layer which decides how much each component of information should go through a gate. 
The value of 1 means, let everything go and the value of 0 means, to block everything. A 
LSTM architecture is presented in Fig. 4 [20].

Fig. 2 Preprocessing of raw input text

Fig. 3 Convolutional neural network
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Later, it was observed that LSTM layers also tend to lose information as the sen-
tence gets long and they only allow the information to propagate forward, i.e., the 
current state T output depended only on the states before T. Therefore, to extract 
more contextual information from a sentence, a BiLSTM model was proposed. It was 
inspired from the bidirectional RNN model which was proposed in 1997 by Schuster 
and Paliwal [21]. It not only considers the previous states but also the future states 
that will come after state T, which undoubtedly gives the excellent results. Figure 5 
represents the BiLSTM layer model [22].

Here, we implemented the BiLSTM layer, after the convoluted output generated from 
CNN and process this data to extract contextual information from the input values. Fur-
ther, BiLSTM output is passed through an attention layer to generate the word scores.

Fig. 4 LSTM Cell architecture [20]

Fig. 5 BiLSTM layer
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Attention mechanism

It is certain that not every word of the sentence contributes equally to the meaning 
of a sentence. Some words have higher importance and others do not. The attention 
mechanism checks for such words and assigns a score to each word on the basis of their 
importance.

Here, we have implemented Bahdanau [23] attention. All the outputs from the BiL-
STM layer are passed through this layer to assign score to each output. Bahdanau atten-
tion takes all the hidden states of last layer at once and multiply them with attention 
layer’s hidden state weights to assign an attention score to each input hidden state by tak-
ing a softmax of output values. After multiplying each input hidden state with attention 
score, a weighted sum is taken for all input hidden states. This weighted sum is called 
context vector and it is later passed onto the next layer. After receiving the weighted sum 
or adjusted hidden states, then we passed them through a single dense layer.

After performing the aforementioned operations for each channel of CNN (here in 
this case 5 channels), all results of each dense layer are concatenated and passed through 
a dense layer network to classify text either, positive or negative. The input and out-
put dimensions for each layer for the proposed model are shown in Table  2; moreo-
ver, the proposed deep learning model architecture for the task of sentiment analysis 
is described in Fig. 6. Here, five channels of CNNs with different kernel size and filter 
of 128, followed by the BiLSTM layers to extract the temporal features from text, are 
identified. Next, attention mechanism is applied to generate the score for the important 
words and all these vectors are supplied to dense layer, and further classification is per-
formed on the final data.

Experimental setup and dataset
To build and train the proposed Google Colab is utilized with access to free TPU’s. In 
addition, Tensorflow 2.0 + and keras software libraries are used to prepare the model. To 
fine-tune the proposed model, various hyperparameters values are adopted to achieve 
the better performance. The model is trained for 20 epochs. To avoid overfitting, drop-
out of 0.2 is applied at second last dense layer and early-stopping is implemented with 

Table 2 Input/output dimensions of each layer of proposed model

Layers Input shape Output shape

Input shape (with sequence length = 300) (None, 300) (None, 300)

Embedding (None, 300) (None, 300, 300)

Convolutional layer (for each layer out of 5) (None, 300, 300) (None, 300,128)

BiLSTM layer I (None, 300, 128) (None, 300, 64)

BiLSTM layer II (None, 300, 64) (None, 300, 64)

Batch normalization (None, 300, 64) (None, 300, 64)

Attention layer (None, 300, 64) (None, 64)

Dense layer (None, 64) (None, 128)

Concatenation of five dense layers for each channel (None, 128) * 5 (None, 640)

Dense layer (None, 640) (None, 16)

Dropout layer (None, 16) (None, 16)

Output layer (None, 16) (None, 1)
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patience of three epochs. Adam optimizer with learning rate of 0.00005 and clipnorm 
with value “1” are used to handle the problem of exploding gradient. For loss calculation, 
binary cross-entropy function is applied. In case of CNN, to obtain rich collection of 
information, we used kernels of five different sizes—3, 4, 5, 6 and 8, wherein number of 
each kernel are 128. The summary of hyperparameters and their values are presented in 
Table 3.

Dataset description

For this work, we have selected IMDB movie review dataset [16]. It consists of around 
50 K movie reviews in which 25 k are positive labeled and remaining 25 k are negative 
labeled. The dataset is divided into a train/valid split ratio of 80–20. For validation, 20% 
of validation data is taken.

Data preprocessing

Data preprocessing is an important step before the development of any deep learning 
model. Before passing text into neural networks, it is necessary to clean the dataset and 
remove any noise in the dataset, thus to improve the performance of developed model. 

Fig. 6 Proposed deep learning model for sentiment analysis

Table 3 Hyperparameters values

Sr. No Hyper parameters Values

1 Batch size 64

2 Learning rate 0.00005

3 Optimizer Adam

4 No. of epochs 20

5 Clipnorm 1

6 Dropout 0.2

7 No. of CNN filters 128

8 CNN kernel size (3,4,5,6,8)
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The IMDB movie review dataset consists sentences with URL’s, hashtags, slang words, 
abbreviations, emojis, stopwords, etc. The dataset persists with lots of noise. Therefore, 
to remove such noises such as punctuations, URL’s, hashtags and stopwords are removed 
from the dataset. In addition, all uppercase letters are converted into lowercase; all emo-
jis are converted into text. Other than that, lemmatization is performed on the dataset 
to normalize the words. Lemmatization uses the context in which the word is being used 
and replaces the word with the word of similar context. Later, the data is tokenized using 
keras_tokenizer and padded with the sequence length of 300.

Results and discussion
We compared the proposed multi-channel CNN + BiLSTM + attention mechanism 
model with multi-channel CNN, LSTM, multi-channel CNN and machine learning algo-
rithms, and found that the proposed model gives better results than the state-of-the-
arts. Our model achieved a highest accuracy of 94.13% with early-stopping with patience 
of three epochs to prevent overfitting. Table 4 shows the performance metric in the form 
of accuracy based on CNN, LSTM, CNN + LSTM and proposed model on the IMDB 
dataset. From Table 4, we depict that the proposed model outperforms the other mod-
els. It is also seen from Table 5 that proposed sentiment classification model’s accuracy 
is higher than the existing models in [24–29] and [33–36]. The increased accuracy is 
reported by the proposed model, i.e., more accuracy of 3.46% from [33], 5.13% from [34], 
1.13% from [35] and 6.01% from [36], respectively.

Table 4 Performance analysis on IMDB dataset

Sr. No Model Accuracy

1 CNN 0.91

2 LSTM 0.88

3 CNN + LSTM 0.89

4 Multi-channel CNN + LSTM + attention (proposed model) 0.94

Table 5 Comparison with existing models on IMB Dataset

Year Model name Accuracy on 
IMDB dataset 
(%)

2021 LSTM + CGAG [24] 89.4

2019 Hybrid CNN + LSTM model [25] 91

2020 LSTM [26] 89.9

2020 BiLSTM [27] 91.96

2021 TF-IDF + SVM-RFE [28] 86.85

2021 CSA + CNN + LSTM [29] 89.88

2023 BERT network [33] 90.67

2022 DNN [34] 89

2023 BERT + CNN [35] 93

2022 BiLSTM [36] 88.12

Our (2023) Proposed model 94.13
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Accuracy and loss of the proposed models are shown in Figs.  7 and 8, respectively. 
The validation accuracy is improved after 10th epochs and reaches to the maximum of 
94.31%; moreover, the validation loss is reduced to approximately 0.1.

Conclusion and future scope
In this paper, we present a multi-channel CNN with BiLSTM and attention layer. The 
proposed model captures both local and contextual information from the sentence. The 
effective and efficient features are extracted from the proposed model wherein the atten-
tion layer significantly improves the accuracy of classification model as compared with 
the state-of-the-arts. The proposed model achieved an accuracy of 94.13% on the IMDB 
dataset which shows the superiority among the other models developed in the past. The 
limitation of proposed model would be challenged in training using attention module 
which needs more data and computing resources to learn attention weights. In future, 
we will focus on more advanced models in CNNs and RNNs to develop the generalized 

Fig. 7 Training and validation accuracy of proposed model

Fig. 8 Training and validation loss of proposed model
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model to predict the more accurate sentiments from the different datasets available in 
public domain.
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