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Abstract 

Transformer models are evolving rapidly in standard natural language processing tasks; 
however, their application is drastically proliferating in computer vision (CV) as well. 
Transformers are either replacing convolution networks or being used in conjunction 
with them. This paper aims to differentiate the design of convolutional neural networks 
(CNNs) built models and models based on transformer, particularly in the domain 
of object detection. CNNs are designed to capture local spatial patterns through con-
volutional layers, which is well suited for tasks that involve understanding visual hierar-
chies and features. However, transformers bring a new paradigm to CV by leveraging 
self-attention mechanisms, which allows to capture both local and global context 
in images. Here, we target the various aspects such as basic level of understanding, 
comparative study, application of attention model, and highlighting tremendous 
growth along with delivering efficiency are presented effectively for object detection 
task. The main emphasis of this work is to offer basic understanding of architectures 
for object detection task and motivates to adopt the same in computer vision tasks. 
In addition, this paper highlights the evolution of transformer-based models in object 
detection and their growing importance in the field of computer vision, we also identi-
fied the open research direction in the same field.

Keywords:  Convolutional neural network, Object detection, Transformer-based 
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Introduction
Object detection (OD) is growing rapidly due to the rebirth of convolution neural net-
works. The deep CNNs are capable to learn prominent-feature representations of images 
due to their typical hierarchical architecture, and hence, it offers a fast, rapid, and accu-
rate way to predict the position of objects within the image. Moreover, Recurrent-CNN 
(R-CNN) [1] accomplished the noteworthy success in CV tasks, as CNN categorizes the 
class of object only but not capable in determining the position or location of object in 
the given image.

Due to the few number of unsolved challenges and slow computing nature of OD, 
R-CNN is revised, and we witnessed the changes in R-CNN for object detection models 
such as fast R-CNN [2], faster R-CNN [3], region-based fully convolutional networks 
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(R-FCN) [4], single-shot detector (SSD) [5], you only look once (YOLO) [6], spatial pyra-
mid pooling network (SPP-Net) [7], and mask R-CNN [8]. These new models are proved 
successful in computing better in terms of results and accuracy. It is noticed that object 
detectors are categories as—(1) one-stage detector, such as SSD and YOLO, which 
achieves high inference speed, and (2) two-stage detector (such as R-CNN, fast R-CNN, 
faster R-CNN) that provide high localization and better object recognition accuracy. 
One-stage detectors compute the prediction boxes directly from the given input images, 
without applying region proposal stage, and thus, it becomes time efficient which can be 
employed for real-time problems. On the other hand, the two-stage detector provides 
bounding boxes by applying region proposal network (RPN), which is followed by fea-
ture extraction stage.

In general, these new models ignite a need for their application for real-world prob-
lems, and led to well-researched domains in the field of image object detection, which 
includes pose detection, face detection [9], people detection [10], crowd detection [11], 
traffic sign detection [12], pedestrian detection [13], etc. For the purpose of applying 
these models in a particular field, there should be a pure understanding of particular 
model so that it becomes easy to adopt, along with technique of its application. In addi-
tion to this, the models also led to new models of object detection and image classifica-
tion. As a consequence, it helps in improving the applications of multi-region detection 
[14], instance segmentation [15], edge detection [16], salient object detection, action 
recognition [17], fault detection, text recognition, etc.

The new approaches and models are continuously evolving; therefore, in this paper, we 
aim to show the comprehensive study on transformer-based detectors that establishes a 
powerful backbone for visual recognition, and proved to achieve competitive results in 
contrast with convolutional networks. Here, the new architectures along with old para-
digm are explored, and similar architectures using different modules that achieve better 
competitive results are identified. The CV community adapted transformers extensively 
in this field. The transformers and their variants are to be successful in CV tasks. The 
transformer-based models are differentiated into two categories such as single-head 
self-attention wherein local or global self-attention is adopted within convolutional net-
works. Other is multi-head self-attention that cascades multiple transformer layers.

Transformers-based modules are utilized for OD as per following sequence: (i) fea-
ture extraction by transformer backbones, along with R-CNN head for OD [18], pyr-
amid vision transformer (ViT) [19], Twins [20], CoaT [21], Swin transformer [22], 
convolutional vision transformer (CViT) [23], shuffle transformer [24], CrossFormer 
[25], RegionViT [26], and focal transformer models [27], (ii) visual features extraction 
by CNN backbone and a transformer-based decoder for OD, i.e. detection transformer 
(DETR) [28], deformable DETR, [29], and (iii) end-to-end OD by transformer (i.e. 
YOLOS) [30].

During the development of a model, a new module is developed to improve and over-
come difficulties and challenges in the domain. In CV, researchers designed improved 
CNN models to overcome the various complications encountered with the existing 
models for the real-world applications. The applications are face detection [31], human–
object detection [32], traffic signal [33], pedestrian detection [34], etc. With exception 
to this, new models are also designed and integrated with base detection transformer 
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frameworks such as vision and detection transformer (ViDT) [35], multiple object detec-
tion [36], instance segmentation [37], one-region multiple objects [38], etc. Moreover, it 
is observed that transformer models show a lot of potential to become a new generic 
detection pipeline [39].

In this work, the review of existing detectors in convolutional networks and trans-
former-based architectures is presented, which share the same paradigm but have differ-
ent architectures. This study also enables to understand the adoption of different models 
for specific application and enhances the scope for further development. The motiva-
tion for this work is to offer OD understanding and applicability in various domains for 
researchers started investigating on transformers in vision, object detection tasks, and 
applications. It is noticed that a number of transformer-based models are designed for 
CV task, though there is a scope still exists to deploy more accurate applications having 
a highly precise real-time system.

Contributions

The contributions targeted in this article are as follows;

1.	 To investigate object detection using CNNs and transformer-based architectures, 
and sharing same paradigm containing diverse architectures.

2.	 To identify applicability and suitability of different models in object detection for 
specific application and further improvements for advance development.

3.	 To propose the insight and detailed analysis of utilization of transformers in com-
puter vision, object detection and other similar tasks. Further, examined different 
transformer-based models handling CV task to offer better accuracy in highly pre-
cise real-time system.

4.	 To identify the issues and propose the future directions in object detection task.

The paper organization is as follows: Working of different object detection models 
based on RCNN, ViT, Faster R-CNN, Mask R-CNN, DETR, and YOLOs is presented 
in “Object detection models” section. “Tasks and model evolution” section reveals on 
task and model evolution. “Applications of transformers” section highlights the appli-
cation of transformer in different domains. Further, “Datasets and evaluation metrics” 
section, proposed the datasets and various evaluation metrics for OD. “Performance 
analysis and discussion” section presents the performance analysis on OD. “Challenges 
in object detection” section summarizes the challenges in OD. Finally, conclusion and 
future scope are discussed in “Conclusion and future scope” section.

Object detection models
It is observed that for the task of OD, number of datasets—PASCAL VOC datasets [40], 
Microsoft COCO datasets [41], ImageNet datasets, [42], etc., are utilized for model 
training and evaluation. At present, variety of datasets being utilized for different tasks. 
Figure  1 shows the emergence of various datasets adopted for OD. In addition, Fig.  2 
highlights the improvement in accuracy of various OD algorithms on MS-COCO, 
VOC07, and VOC12 datasets, since 2005 to 2021.
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The OD challenges includes—(1) non-accessibility of labelled dataset, (2) multi-scale 
images with different objects, (3) overlapping objects in videos, (4) low-scale video pro-
cessing, (5) inherent variant in objects occupying in terms of pixel, i.e. 60–70%, 10–20%, 
and few pixels or less.

R‑CNN

It is generally acknowledged that the progress is slowed down during the year 2010–
2012, as shown in Fig.  1, with small updates in SIFT [44] and HOG [45] models. In 

Fig. 1  Timeline of important datasets

Fig. 2  OD on MS-COCO, VOC07, and VOC12 datasets [43]
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[1], a simple and scalable detection algorithm is proposed, which achieved mean aver-
age precision (mAP) of 58.3% (i.e. 23% higher mAP than the existing detectors). Here, 
high-capacity convolutional network is applied to the bottom-up region proposal. The 
idea is really basic, i.e. it acquired the input image, extracted around 2000 bottom-up 
region proposals (based on selective search), features are computed for every proposal 
using a large convolutional network, and then linear support vector machine (SVM) as 
a classifier is adopted to predict object in each region. Moreover, for recognizing object 
categories and after scoring each selective search, class-specific bounding box namely 
regressor is created for OD. Figure 3 shows the improvements in mAP on PASCAL VOC 
dataset since 2006–2016.

The RCNN model consists of three modules, which is presented in Fig. 4:
	(i)	 Region proposal R-CNN is not a big fan of particular region proposal method, and 

thus, category-independent region proposals like selective search are utilized.
	(ii)	 Feature extractor The extracted feature vector from the region proposal is trans-

formed into 227 × 227 RGB colour plane due to its compatibility with CNNs. Then, 
forward propagation is achieved through five convolutional layers and two dense 
layers for feature calculation.

	(iii)	 Test time detection Each class is scored upon extracted features using SVM-trained 
classes. By giving each score, bounding boxes are derived through greedy non-
maximum suppression.

The RCNN model achieved boost in performance and a large improvement of mAP 
through two comprehensions—(1) applying high-capacity CNNs to bottom-up region 
proposals to localize objects, and (2) train large CNNs when training data is labelled and 
uncommon thus pre-training the model for image classification, later fine-tuning the 
model for detection task. Although RCNN made a great progress, feature extractions on 
large amount of overlapped proposals (i.e. more than 2000 boxes per image) lead to very 
slow detection (14 s. per image on the GPU). As RCNNs are two-staged object detec-
tors, the highest obtained detection accuracy is still slower.

Further, it is observed that fast R-CNN is developed with the intention to reduce the 
training time, as it runs the CNN once on the whole image instead of computing each 
2000 region of interest (RoI) from region proposal, individually. The end layer of deep 

Fig. 3  Timeline of mAP on PASCAL VOC dataset
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CNN is called as RoI pooling layer, which extracts specific features from input region. 
The CNN output is now realized by dense layer. Now, model produces two outputs—(1) 
class prediction via softmax function and (2) linear output pertaining to bounding box. 
This process is repeated recursively for each RoI for a given image. It is successful in 
overcoming the drawback of RCNN because it increases the mAP from 58.3 to 70%.

RCNN marked a remarkable success, as it is among the first to detect position or loca-
tion of object, and work suitably for multiple objects images. OD in real time is difficult 
to accomplish because it takes testing time of 47 s, approximately for every image, thus, 
training system pipeline is tough. Due to these limiting factors, further improvement is 
still needed in RCNN.

Faster R‑CNN

Faster R-CNN was introduced as a first near real-time and end-to-end deep learning 
(DL) detector for object detection. Before the introduction of this network, the region-
based CNN models are computationally very costly, where the basic difference is the 

Fig. 4  The detailed architecture of RCNN [2]. a RCNN step-by-step process. b Feature extraction from RoI
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model utilized region proposal method to create sets of regions. The test time, which 
is accelerated to near real-time, exposing region proposal computation as a bottleneck 
with low computational time, and achieved the mAP of 69.9%. Figure 5 shows the model 
of faster R-CNN, comprising two modules:

i) Region Proposal Network of CNN: It is present to propose the regions and then 
predicts the object bounds, object scores for every position. This acts like the atten-
tion model, which is discussed earlier to inform the network where to pay more atten-
tion. Faster R-CNN network is developed for extracting features, and then working on 
the region proposal and producing—(1) class labels and (2) bounding box. The RPN 
is applied to generate region proposals; here, the model slides a small network upon 
feature map generated by convolutional network. This small network accepts spatial 
window (n × n) as an input corresponding to feature map generated by convolutional 
network. Every sliding-window mapping is performed with lower-dimensional feature 
due to mini-network functions in a sliding-window manner, and dense layers sharing is 
confirmed among all spatial locations. To train RPN, labels assigned under binary class, 
i.e. object or not object to each of the anchors (here negative mining is simply balancing 
by weights), and selecting anchor such that highest intersection upon union overlapping 
corresponding to ground truth box (for this purpose, greedy selection non-max suppres-
sion (NMS) method is utilized). This feature further supplied to two sibling dense lay-
ers, i.e. box classification and box regression, also known as REG and CLS. Thus, we 
conclude that this model enables a unified, DL object detection system, which runs at 
approximately in real-time mode. RPN further improved the quality indirectly which in 
turn enhancement in detection accuracy is witnessed.

After faster R-CNN’s bounding box regression wherein through initial proposal, 
predicted bounding box’s location is refined, or anchor box will not assist for post-
processing block. However, it is integrated with detector and training is performed in 
end-to-end manner to achieve better prediction and smooth functioning.

ii) Sharing Features for RPN and Fast R-CNN: This network layer does not consider the 
region-based OD CNN instead adopt fast R-CNN.

The training of fast R-CNN and RPN is accomplished independently, the modification 
in convolutional layers is achieved differently. Therefore, technique needs to be devel-
oped for allowing sharing of convolutional layers amid two networks. The second-stage 
detector makes predictions relative to some initial guesses made by the RPN, whereas 

Fig. 5  Detailed architecture of faster R-CNN [3]
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single-stage methods use anchor boxes. Nevertheless, the recent one demonstrates that 
its final performance heavily depends on initial guesses. This is done by directly setting 
the losses wherein no post-processing is required. Thereafter, the handcrafted procedure 
is removed and detection is streamlined through the direct prediction via absolute box 
prediction for the set of detections.

Vision transformer (ViT)

In [46], a new research direction is offered wherein the model is developed as a com-
petitor to the CNNs. It also attained an excellent results while requiring substantially a 
fewer computational resources for the training purpose (i.e. almost four times in terms 
of computational efficiency and accuracy). Subsequently, it is witnessed that the trans-
former models made remarkable existence in natural language processing (NLP), as they 
are solely based on attention mechanism. It is seen in transformer model [47] that it is 
a combination of various attention mechanisms. It consists of following parts, which is 
also depicted in Fig. 6.

i) Attention: This is discovered to let the decoder utilize the most relevant part of the 
input sequence by a weighted combination of all encoded input vectors. The attention 
also helps the model not to forget the input and the decoder to know where to focus. 
Herein, each vector query, i.e. q = st − 1 , previous decoders output against a database 
of keys to compute a score value, which is computed as a dot vector of specific query 
with key: e(q, k) = q.ki (captures each feature to see its relation with other features). The 
above score is then passed through the softmaxα(q, ki) = softmax(e(q, ki)) , and atten-
tion is calculated by a weighted sum of vector value v(ki) in order to retain the focus on 
these words that are relevant to the query.

here, the attention function is described as—(1) a query and (2) set of (key, value) pairs 
corresponding to output, and all the parameters are vectors. The output computation 
comprises weighted sum wherein weight assigned (value) is calculated using compatibil-
ity function related to query along with the selective key. In a pictorial representation, if 
a single object is considered, the attention between patches containing parts of the same 
object will be high rather than a patch containing background and another containing an 
object.

ii) Self-Attention: It is proposed due to the challenges faced by the encoder–decoders 
in dealing with long sequence models. In the attention model mechanism, the output of 

Attention(q,K ,V ) =
∑

α(q, ki).v(ki)

Fig. 6  The detailed architecture of vision transformer [48]
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the decoder focuses attention mainly on the input, whereas in self-attention models, the 
input to interact with each other is now allowed.

The scaled dot product attention initially computes a dot product for each q and k, it 
divides each result by 

√
dk  , so that after the dot product cause some self-attention scores 

to become small. Hence,

In transformer models, relevance of one item with other items is computed using self-
attention. Further, self-attention layer updating each computation in sequence by apply-
ing global aggregating on finished input sequence, and hence, it does not forget and 
capture the interaction among all the entities of input.

(iii) Self-Attention in Vision: This model allows long-term dependencies while handling 
the sequence elements, and proves to be better than CNNs (which needs large receptive 
fields). A single head of self-attention works similar to that of the above model, it gives 
input sequences of image features, i.e. all pixels in the given patch, computes q, K, and V 
vectors, and aggregated spatial information which is identified within the patch. The V 
vectors aggregation is performed after projecting softmax score of q and K, and triplet 
(key (K), query (q), value (V)) is calculated, which is followed by attention computation. 
Thereafter, applying it to reweight the values, the output projected is employed to find 
output features confirming same dimension as that of input.

The feature maps input to self-attention, compute their response at a position (i.e. 
positional embedding), and make it possible to capture relations or connections between 
any two locations or positions in the map. This is irrespective of distance; hence, infor-
mation is integrated across the image for lowest layers as well.

Self-attention has two types to implement vector attention which learns weight corre-
sponding to channel and spatial dimensions—(1) pairwise and (2) patch-wise. The pair-
wise self-attention computes vector attention as a relationships of feature corresponding 
to neighbours in a particular local neighbourhood. On the other hand, self-attention 
using patch-wise mechanism offers generalization using convolution operator. Eventu-
ally, the model applied over image regions is found, which are semantically significant 
for classification. Therefore, as a concluding part, it is computationally intensive and 
allows to capture long-term interaction, also and focus on the importance of particular 
feature. Explicitly modelling all the pairwise relations between elements in the sequence, 
thus, makes it suitable for specific constraints such as removing duplicates. Moreover, 
self-attention is utilized as one of the layers in the object detection transformer model. 
Attention is applied in some layers and used to connect two modalities like the encoder 
to the decoder, while self-attention is applied within a component.

iv) Multi-headed attention: Fig. 7 shows the flow diagram of multi-headed attention 
wherein combination of n single-head self-attention, each consists of three parameter 
matrices of their own (i.e. weight matrices {Qi, Ki, Vi}). Concatenation of output in con-
text vectors of each head is the output of multi-headed attention layer. It is seen that the 
different learned representations can improve the transformer model. Self-attention is 
invariant to permutations and modification in the input points occurs when combined 
for multi-headed attention. It easily operates on irregular input data, unlike conventional 

Attention(Q,K ,V ) =
∑

(

α(Q,Kt)
√
dk

)

v(ki).
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convolution, and requires a specific grid structure. Self-attention offers the capability to 
learn the features from global and local region, and hence, their experimental results 
confirm that the multi-headed self-attention (along with sufficient parameters) is a more 
generalized procedure.

The transformer model consists of encoder–decoder structure wherein inputs and 
outputs sequences are supplied with one element at a time.

v) Encoder: The encoder is a stack of identical layers (N = 6) wherein every layer con-
sists of two sub-layers. First layer is a multi-headed self-attention, each of these layers 
contains all the queries, keys, and values that belongs to same place. Here, previous layer 
output belongs to encoder, and every position in encoder attends to all the positions in 
previous layer in encoder. Further, second layer is a position-wise dense layer feed-for-
ward network.

vi) Decoder: The decoder is also a stack of identical layers (N = 6). Decoder consists 
of three sub-layer, two sub-layers are similar to encoder wherein third layer performs 
multi-headed attention on output of encoder stack. Similar to encoder, residual connec-
tion is employed around each of sub-layers (i.e. self-attention layers) which is followed 
by the layer normalization.

This transformer model replaced the CNNs backbones in OD models, some models 
improved their detection accuracy by combining various feature maps [48] in multi-
headed self-attention scheme. The target detection performance is drastically improved 
by integrating feature maps output from CNNs, or already existing object detectors with 
multi-headed attention, or attention modules fusion features. Sometimes, the encoder 
module is replaced or integrated, while at some places, the decoder module is replaced; 
however, the structures and major idea behind functioning remain the same. Minimal 
considerations that are adequate to overcome the aforesaid challenges are required.

In [49], it is stated that for years, OD models rely on recognizing the object instances 
independently without exploring their relation during the learning of the model. Here, 
object relation component is proposed wherein object set is processed simultaneously 
through collaboration between their feature appearance and geometry, and thus, per-
mitting modelling of their relations, improving object recognition and even removal of 

Fig. 7  Multi-headed attention scheme [46]
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duplicates is also performed. This perfectly suits like the working of transformers, where 
demonstration explained that pure transformer employed to the sequence of image 
patches performs well on OD tasks. The image is extracted into patches by looping over 
annotations and image (linear projection of flattened patches), and positional embed-
ding (convolution is a translation and scale equivariant while pooling is a translation and 
scale invariant). Both equi-variance and invariance are important for recognition, object 
detection, and segmentation purposes. Vision transformer is observed to become invari-
ant to the position of patches, and hence, positional embeddings are added making it 
the only inductive bias, passed through the ViT model instead of CNN (like in RCNN), 
multi-headed attention layer is utilized for self-attention, and applied to a sequence of 
image patches. The encoded patches and self-attention layers outputs are normalized 
and fed into a multilayer perception (MLP) [50]. The MLP is used for classification head 
along with a hidden layer at the time of pre-training, and fine-tuning is performed by 
single linear layer. The MLP mixer comprises classifier head, mixer layers, and per-patch 
linear embeddings. In addition, channel-mixing and token-mixing MLP are the part of 
mixer layer wherein each consisting of two dense layers and GELU. The unused outputs 
correspond to input patches from MLP layer (ViT classifier) that can encode local infor-
mation, which is beneficial for performing OD. The model outputs the four dimensions 
representing the bounding box coordinates of an object.

Subsequently, it is found that CNN lacks in global understanding of the image. To 
track down long-range dependencies within the image, CNN needs large receptive fields, 
whereas ViT model for object detection performs better than CNN [51]. The model 
advantage over RCNN is that it is pre-trained on large textual corpus, further, fine-tuned 
on dataset of smaller task, which leads to computational efficiency and scalability. It also 
supports multi-scalable features, due to densely vision tasks generally involve visual 
object’s understanding with different size and scale. Transformers can be pre-trained on 
data of enormous amount, further, applied to specific smaller tasks through fine-tuning. 
The high computational complexity of self-attention and attention models indicates that 
there is a limitation of low-resolution inputs. Hence, few applications of CV might con-
tain some limitations with transformer models [52].

Detection transformer (DETR)

The architecture of DETR shown in Fig. 8 is comparatively simpler than all the previ-
ous transformer-based architectures, which contains all kinds of engineering hurdles, 
thresholds, hyperparameters, and are unable to become competitive with stronger base-
lines. The design of DETR proposed a direct set prediction problem with unique predic-
tions via bipartite matching, which uses transformers encoder–decoder model.

DETR directly predicts set of detections by combining CNN and transformer model. 
CNN utilized to learn 2D representation, flattening and positional encoding is per-
formed before the transformer encoder. The transformer decoder decodes the input, 
i.e. learned positional embeddings, namely, object queries. Further, decoder output (i.e. 
embedding) is supplied to feed-forward network (FFN) to detect “object” (class and 
bounding box) class or “no object” class. Using a self-attention encoder–decoder model 
upon these embeddings makes the decision that objects together persisting pairwise 
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relation. Parallelly, whole image is considered as context and also makes these mod-
els suitable for set prediction under constrained environment, i.e. removal of duplicate 
predictions.

The main components are described as follows:
	(i)	 CNN Backbone: Compact features are extracted (a lower-resolution activation 

map, and 2D representation of an image), where channel dimension is reduced 
by 1 × 1 convolution for high-level activation map to smaller dimension by con-
structing new feature map by zo ∈ Rd×H×W  . The model shown here is flattening 
and supplementing it with a position encoding before encoding using transformer 
encoder.

	(ii)	 Transformer Encoder: It consists of six standard encoder layers wherein each layer 
made up of multi-headed self-attention and FFN. Like, the encoder module of ViT, 
its module also helps to understand the patches with each other globally (which 
is possible through global scene reasoning), and thus, it is important for disen-
tangling objects. It also seems to separate cases that simplifies the extraction of 
object and decoder’s localization. The spatial dimension of zo (i.e. output of CNN) 
is also collapsed into one dimension. Here, spatial resolution of encoder plays vital 
role in determining OD performance, i.e. significant AP gain is achieved by spa-
tial features resolution increment. This is comparatively better than the CNN out-

Fig. 8  The architectural details of DETR [28]
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put feature maps for sliding window. The output of encoder layer is reinterpreting 
the final transformer states (encoder from ViT), however, eliminating class token 
instead of outputting spatial feature map.

	(iii)	 Transformer decoder: It consists of six standard decoder layers, each of which has 
embedding of size “d” with multi-headed, self-encoder–decoder attention at every 
layer. Decoding performed on positional embeddings using transformer decoder. 
Unlike, the attention model, it is not an autoregressive model and decodes the 
objects parallelly. Consequently, detection pipeline is simplified by dropping com-
ponents of multiple hand-designed—encoded with prior knowledge, such as non-
maximal suppression or spatial anchors. Here, the improvement, which is included 
by NMS, diminishes with increase in depth. Due to self-attention upon activation 
function allowing the model to prevent duplicate predictions. Prediction FFNs 
and Hungarian loss after every decoder layer are added. All prediction FFNs share 
parameters, which forecast the detection of an object. The transformer decoder is 
basically replacing the greedy selection and RoI pooling of faster R-CNN.

Some of the unique features of DETR are as follows:

1.	 DETR model as compared to previous models that work on direct set prediction 
contains an extra feature, i.e. conjunction of bipartite matching loss.

2.	 Unlike, other transformers, it performs non-autoregressive decoding.
3.	 It is equivalent to faster R-CNN training, which balances the proposals in positive/

negative by subsampling. Matching cost considers both the classes’ predictions and 
similarity in prediction and ground truth boxes.

DETR model thus attains comparable performance against the competitive faster 
R-CNN. The architecture is similar to few modules that is replaced by the transformer 
encoder–decoder. DETR exhibits expressively better results on objects in large size, the 
outcome likely to be achieved by non-local computations of transformer. However, the 
drawbacks of this model required more training epochs compared to typical detectors to 
converge, and achieved relatively low performance for small objects.

Deformable DETR

It consists of deformable attention unit learns to attend sampling locations within fea-
ture map, and hence capable in processing high-resolution feature maps. It uses Rela-
tionNet (RN) [53] and non-local networks (NLN) to form attention amid pixel features 
and bounding box features for the purpose of OD.

Toward transformer‑based object detection

However, DETR models perform encoding of visual features using CNNs, whereas 
transformers are utilized to decode features into OD outputs. However, transform-
ers adopted for encoding visual features while the RPN model applied for detect-
ing outputs are surveyed successfully. It usually adds a detection network to a ViT. 
The ViT utilizes merely the state analogous to input class token on final layer and 
is outputted through MLP classifier head. It is resemblance to transformer encoder 
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of DETR. In this model, the remaining tokens which are only utilized as features to 
attend the class token are applied to encode the local information. This corresponds 
to the input patches and are used for detection, as it outputs a visual representation 
of patches if image is considered globally. By reinterpreting outputs in spatial man-
ner, feature map is created that certainly lends itself as an input to detection model 
similar to faster R-CNN. Moreover, detection network of faster R-CNN contains RPN 
that densely predicts the presence of object. The features correspond to top region 
proposals, further, RoI pooled and supplied to detection head, and classification is 
performed for each region, in addition, coordinates of bounding box are confirmed by 
regresses. Herein, RPN predicts the region with objects by generating several predic-
tions per location from feature maps, which is outputted by the encoder. Predictions 
are employed to mark the territory in the form of anchor boxes of varying sizes and 
aspect ratios. Generating one feature per region proposal is the RoI pooling that is 
mainly achieved and at the end. These pooled features are passed through the pairs 
of heads, one for classification of the object detected and the other is bounding box 
regressor. The detection network works exactly like the transformer decoder in DETR.

Figure 9 shows the detailed flow diagram of toward transformer-based OD, which 
is a fully trainable end-to-end like DETR with few numbers of added adaptations and 
replacements. Transformer demonstrates excellent performance in pre-training of a 
large dataset and transferred to fewer data points via fine-tuning. This is observed 
before as well, however, when training is performed upon strong visual representa-
tion, it is found that network based on transformer can be developed for certain vis-
ual tasks. Further, resolution of input image limits the performance. Thus, this model 
is quite competitive with the DETR model.

Authors in [18] also investigated various methods of using features of intermedi-
ate encoder (input) to detection network, wherein output obtained from last layer of 
transformer is utilized and concatenation is performed with all state of intermediate 
transformer. Finally, it is found to become helpful to augment intermediate residual 
blocks among spatial feature map of encoder and detection module, thus, AP gain is 
achieved (it indicates that pre-trained transformer for classification only not adequate 
for detection task). Here, conclusion is also made that transformer backbone com-
bined with different modules of CNNs models can possibly make progress on com-
plex vision tasks because it can pre-train on large data and fine-tune on new data with 
improved complications. As a consequence, model is capable to handle wide array 
of vision-related problems. However, recent research recommends that OD can be 

Fig. 9  Architecture of toward transformer-based object detection [18]
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enhanced by adopting semantic segmentation (SS), where object boundaries are well 
encoded along with accurate object localization that learned with segmentations.

Mask R‑CNN

It is noticed that SS detects all present objects at the image pixel level. On the other 
hand, instance segmentation identifies every object instance corresponding to each 
object of image. The instance segmentation is able to improve the visual understanding 
of the surround world and gained huge attention in various CV applications. Its main 
objective is to perform classification of each pixel into different categories.

Faster R-CNN is not intended for detecting alignment in pixel-to-pixel; hence, it is 
extended by adding predicting segmentation masks for every RoI (possible by utilizing 
small FCN, and segmentation mask is predicted based on pixel-to-pixel basis) in paral-
lel with classification and bounding box regression. Faster R-CNN after RPN, extracting 
features by RoIPool from every candidate box and perform classification and bounding 
box regression. Faster R-CNN contains two outcomes for every candidate object, i.e. off-
set of bounding box offset and class label. Now, third branch that produces object mask 
is added to this model. There are two stages with two different neural networks, first 
stage is faster R-CNN’s basic RPN model, which is applied to extract the RoI. It helps to 
find the class label and computes the bounding boxes. Second stage contains a neural 
network with a similar procedure to that of RPN. It extracts region from the first stage 
and without anchor box which uses RoIAlign for locating each importance of feature 
map, generates pixel-wise mask.

The model of mask R-CNN is presented in Fig.  10, we also, identified some basics 
foundations are as follows:

i) Here, CNN is utilized to generate feature map of image. RPN utilizes CNN to pro-
duce multiple RoI by lightweight binary classifier to differentiate the existence or nonex-
istence of object. The output is computed by passing NMS to anchors with high scores. 
This is analogous to RPN module of faster R-CNN and the transformer’s decoder.

Fig. 10  Work flow diagram of Mask R-CNN [8]
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Wrapped features are passed through two dense layers to make classifications and fed 
into mask classifiers with two FCN [54] layers for each RoI. After that every mask for 
each class is generated. Now, by evaluating the convolutional network on each extracted 
RoI makes an object detection model segmented.

ii) To make understanding of the main feature: It is observed that extracting the RoI 
is different here. RoIPool is employed, and then passed through RoIAlign for fast speed 
and better accuracy. Mask R-CNN is indirectly a faster R-CNN learning extraction of 
RoIs and attention mechanism using RPN. RPN-generated RoIs which are reduced to 
make the discrete granularity of feature maps through RoIPool perform coarse spatial 
quantization related to feature extraction. This quantized RoI further partitioned into 
spatial bins that are quantized themselves. Now, addressing misalignment issue, quanti-
zation-free layer, namely RoIAlign, tries to preserve precise spatial locations with no loss 
of data, and outputs multiple bounding boxes are wrapped into a fixed dimension. It is 
found that RoIAlign done a great impact by improving mask accuracy relatively 10–50%. 
Moreover, it is concluded to become vital to predict class and decouple mask. Here, 
binary mask for every class is individually predicted without any competition among the 
classes. This depends upon network’s RoI classifying branch for predicting category. It is 
seen that stricter localization metrics for extracting features with exact spatial locations 
will lead to bigger gains.

Transformer models become successful in replacing the FCN models wherein stacked 
convolutions are employed to capture semantic information. However, self-attention 
is able to model the rich interactions between pixels and gives competitive outputs in 
comparison with CNN-based compact prediction tasks (i.e. image segmentation and 
semantic). Number of segmentation approaches are inserted self-attention along with 
CNNs. However, some recent researches proposed transformers encoder–decoder like 
SEgmentation TRansformer (SETR) [55], which contains ViT encoder, and two decoder 
designs pertaining to progressive up sampling, multi-level feature aggregation. The Seg-
Former [56] consists of hierarchical pyramid ViT (lacking position encoding) encoder 
and segmentation mask is generated by MLP-based decoder (sampling operation). 
Image features are extracted using segmenter (ViT encoder) and segmentation mask 
prediction is performed by decoder (mask transformer).

ViT segmenter

In [57], a segmenter and transformer model for the purpose of semantic segmentation 
is introduced. Here, semantic segmentation is utilized to make partition within image 
into segments to provide high-level image representations of the target task. This is 
accomplished by assigning each pixel of image to category label pertaining to underlying 
object. The approach is purely transformer-based, as it is built on ViT and extended up 
to semantic segmentation. The ViTs do not use CNN, however, capture contextual infor-
mation through designing, and outperform the FCN-based techniques. Further, image 
patches are estimated to sequence of embeddings and transformer is used for encoding. 
The output from ViT encoder and obtained class labels from the embeddings are taken 
as an input by the decoder, i.e. the mask transformer. A transformer-based decoder is 
proposed for class masks generation, which outperforms the already existing linear base-
line models, and further extended to accomplish image segmentation tasks, in general. 
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Later, model is trained in end-to-end and pixel-to-pixel with cross-entropy loss at each 
pixel. Therefore, the transformer decoder model can be seen to replace the FCN, but 
this decoder is unlike the ones who proposed their models for object classification and 
detection tasks.

Figure 11 illustrates the ViT segmenter model, whose encoder and decoder modules 
are detailed as follows:

i) Encoder: It comprises multi-headed self-attention unit wherein point-wise MLP 
unit (two layers with layer norm (LN)) is placed after aforementioned unit, and MLP 
unit employed prior to every block (like a typical encoder module). Here, each of the 
split image patches is flattened into 1D form, further, it is linearly projected into patch 
embedding along with positional embeddings. These patches are then applied to the 
encoder for generating sequence of contextual encodings (where specific relation of the 
patch is specified in a special context). These contain rich semantic information and can 
be utilized by the decoder.

It is observed that output embeddings correspond to respective image patches, further 
embeddings are utilized to obtain class labels with point-wise linear decoder or decod-
ing using mask transformer. This decoder when pre-trained for classifying image shows 
that fine-tune can be done on datasets with moderate-size. Here, decoder is ready for 
semantic segmentation. The linear decoder then allows to achieve exceptional results; 
however, further performance improvement can be accomplished to generate class 
masks by mask transformer.

ii) Decoder: The mapping between patch-level (PL) encodings to PL class scores is 
achieved by point-wise linear decoder. Subsequently, these PL class scores are up sam-
pled through bilinear interpolation to PL scores, and segmentation map is obtained from 
class dimension using softmax. Mask transformer, i.e. decoders, inserts set of learnable 

Fig. 11  Description of ViT segmenter model [57]
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class embeddings, wherein each class embeddings are randomly initialized and allocated 
to single semantic class. The masks are generated by mask transformer (i.e. scalar prod-
uct among patch embeddings), which are entered to the decoder and class embeddings 
yield by decoder. Here, class masks are computed, further, final segmentation is achieved 
through softmax applied on class dimension, followed by LN to obtain class score (pixel-
wise). Thus, it is verified that patch sizes are a key factor. The sharper boundaries can 
be obtained through patch size reduction, whereas incrementing patch size results in 
coarser image representation.

CNN-based model or CNN along with the transformer-based models basically split, 
class embeddings and pixel into two different streams due to the computational con-
straints. Herein, both are jointly processed during the decoding phase, and hence allow 
the production of dynamic filters with changing inputs. Subsequently, it is accepted 
as true that their encoder–decoder transformer in end-to-end manner, firstly, offers 
unified technique, for instance, segmentation, panoptic segmentation, and semantic 
segmentation.

This study aims to show that the transformer model in combination with other already 
existing models to make a great difference in the computational power and accuracy 
leads to a new research work and future directions.

You only look once (YOLO) [6]

It is noticed that YOLO achieved better results and outperformed other real-time OD 
algorithms with higher performance. When compared with other R-CNN object detec-
tion models, paradigm of proposal detection and verification is not followed by them. 
Instead, the proposed architecture uses end-to-end neural network, predicts bounding 
boxes along with class probabilities in one step, similar to fully convolutional networks. 
Figure 12 shows the application of objects detection using YOLO.

YOLO architecture consists of total 24 convolutional layers with two dense layers at 
output stage. It divides image into equal dimensional regions called grids. These cor-
responding grids predict the bounding boxes with respect to each cell’s coordinates. 
This means that the model reframed OD as single regression problem, i.e. finding 
image pixels, obtaining coordinates of bounding box, and producing class proba-
bilities. In addition, this model also greatly lowers computations, because detection 
followed by recognition is performed by the cells of image, unlike techniques such 
as region proposal and sliding window. The entire image scanning is performed by 
YOLO during train and test stage; therefore, it implicitly encoded the contextual 

Fig. 12  YOLO [6]
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information belonging to the classes and corresponding global appearances. YOLO 
design offers real-time speeds and training in end-to-end fashion.

From the past reviews about YOLO, it is concluded that YOLO is unified model to 
perform OD, ease in constructing and training can be accomplished on full image. 
Contrasting classifier-based techniques, YOLO’s training achieves better performance 
due to loss function directly linked with detection performance, hence, entire model 
trained, jointly. Thus, YOLO suited ideal for robust and fast OD applications.

Over the years, varieties of improvements proposed on YOLO’s v2 and v3 versions 
to enhance detection accuracy and focusing to maintain higher detection speed [30]. 
Despite the improvement in detection speed, we notice drop in localization accuracy, 
compared with two-stage detectors, especially for small objects. Lower localization 
accuracy witnessed by imposing strong spatial constraints on bounding box predic-
tion, and hence struggled with small objects in groups. So, bounding boxes prediction 
from dataset is also reported by the model. Therefore, it struggles in object gener-
alization when input object consists unusual aspect ratios or new object. The main 
source of error is the incorrect localization. When faster R-CNN is combined with 
YOLO, mAP is increased by 3.2%.

YOLOS [30]

This model is a transformer block like the YOLO CNN-based model. In addition to 
the ViT, the model consists of a detector portion of the network that maps a gener-
ated sequence of detection representations to class and box prediction. The ViT is 
developed to handle long-range dependencies wherein global contextual information 
is stored rather than region-level and local relations. Moreover, ViT does not sup-
port hierarchical architecture, whereas modern CNNs are capable of handling large 
variations in scale (input). From the literature, the point is unclear regarding pure ViT 
capability to transfer pre-trained visual representations belongs to image-level recog-
nition task to complicated 2D OD task.

YOLOS is a simple with attention-only network and directly constructed upon ViT, 
it uses object query tokens (i.e. multiple learnable parameters) instead of class token. 
Here, bipartite matching loss is utilized for OD similar to DETR model. YOLOS 
exhibits, flexibility of ViTs in OD in learning features in sequence-to-sequence 
fashion along with optimal 2D inductive biases of image. Although being effective, 
YOLOS fails to remove CNN networks for high CV tasks. The performance of model 
is encouraging and preliminary results show the meaningful information, which 
suggests the robustness and generalization capability of transformer for varieties of 
downstream tasks. In comparison with other YOLO models, the accuracy is not best 
in class but has a future scope:

i)	YOLOS needs 150 epochs for transfer learning (TL) to build pre-trained ViT for the 
task of OD, and performance in terms of detection accuracy is low, thus, scope for 
improvement is inherent.

ii)	Focus is to work upon learning through visual representation for task-agnostic trans-
former models than task-oriented design with the fewest possible costs.
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It is noted that we can feasibly combine other recent ViTs along with transformer-
based detection heads and develop pure ViT network like DETRs, the VITFRCNN, the 
segmenter, and many more. Mostly, models for CV tasks are seen to replace or compute 
the same architecture in the transformer sector.

Here, Table 1 summarizes various models applied for the task of semantic segmenta-
tion, OD, and image classification based on model highlights and limitations, after inves-
tigating the studies on image classification, object detection, and image segmentation.

Tasks and model evolution
In this section, we discuss the task and model evolution for OD work.

Technical evolution of bounding box (BB) regressor

Bounding box (BB) regression is a vital method in OD wherein it refines the location of 
predicted BB through initial proposal or anchor box. The evolution of BB regression is 
as follows: absence of BB regression (before 2008), to from BB to BB (2008—2013), and 
then to from feature to BB (after 2013) (R-CNN, fast R-CNN, faster R-CNN, and YOLO).

After transformer-based models are proposed, DETR, VITFRCNN, and other object 
detection-specific models are based upon extracted features from the encoders. For fully 
transformer-based models, extracted features from the encoders are computed through 
decoders for predicting the boxes and sent through the prediction head (i.e. FNN).

For transformer-based models along with other detectors used, features are extracted 
from encoders for predicting boundary boxes, while some models even extract features 
from CNN and predict the boxes and select anchors using the decoders. The BB regres-
sor method remains same “features to BB”, where features are extracted from different 
modules or predicted through different models, and this depends on the architecture of 
the detector.

Evolution of non‑max suppression (NMS)

Non-maximum suppression is one of the significant group of methods in OD. Due to 
similar scores of detection because of neighbouring windows, NMS employed the step 
of post-processing for—1) removal of duplicate BB, and 2) to obtain detection result. The 
NMS [59] is gradually advanced into three groups of techniques, discussed as follows:

	(i)	  Greedy Selection (GS): It is applicable to overlapped detection of BB consisting 
maximum score of detection, whereas others are removed. This selection is used 
by R-CNN, fast R-CNN, faster R-CNN, and YOLO. The GS still considered the 
strongest baselines for today’s OD purpose.

	(ii)	  BB Aggregation: It utilizes full attention of object relationships and corresponding 
spatial layouts.

	(iii)	  Learning to NMS: These showed encouraging results in enhancing the occlusion, 
dense OD over the traditional handcrafted NMS techniques.

It is noticed that transformer-based models like DETR do not need NMS in their 
design because of its set-based loss. It is predicted in [59] that learnable NMS tech-
niques, relation models explicitly design the relations among different predictions along 
with attention. By utilizing direct set losses, no post-processing steps are required. Fully 
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transformer-based models already consist of inbuilt functionalities needed for imple-
menting NMS.

Technical evolution of hard‑negative mining (HNM)

In [3], imbalanced data issue during training is investigated. Technical evolution related 
to HNM in OD like bootstrap in OD refers to group of training methods wherein small 
part belonging to background samples is considered for training. Further, it iteratively 
added new misclassified backgrounds during training, without HNM. Later, during the 
deep learning era with improvement in computational power, faster R-CNN and YOLO 
easily balanced weights among positive and negative windows. These further improve-
ments led to bootstrapping with new loss function.

DETR transformer models are equivalent to faster R-CNN training process, which 
balances the obtained proposals of positive or negative by subsampling [60]. Moreover, 
matching cost is independent object prediction. When transformer models are used in 
conjunction with other R-CNN models, they follow their previous HNMs.

Applications of transformers
Transformer-based models are emerged as a competitive alternative to CNN models on 
OD. The use of transformers-based learning for visual representation developed sparked 
interest in the CV community. In [43], authors reviewed some of the important detec-
tion applications from the past few years in topics such as face detection, traffic sign 
detection, and pedestrian detection. Here, discussion is also focused on the difficulties 
and challenges faced in each area along with certain object detectors (which are mostly 
CNN-based) that are able to resolve the challenges.

In this section, the same issues are discussed, but transformer-based proposed models 
help to overcome the challenges faced by them and then propose a few new signs of pro-
gress that are achieved in the same areas.

Pedestrian detection

In one of the important object detection applications, i.e. pedestrian detection is applied 
in scene perception and object detection in autonomous vehicles, criminal investigation, 
video surveillance, etc. In general, DL-based OD methods are greatly progressing in this 
field and are constantly been improving to face number of challenges, gaining accuracy 
and overcoming issues. In a real-time-based detection application, it is made sure that 
the model should compute the best results at all times.

DL ODs such as fast/faster R-CNN presented their best performances for general 
detection; however, it suffers from limited achievement in detecting small pedestrians 
under low resolution of convolutional features. Recent solutions are proposed which 
helps to improve and add specific features to overcome this issue. There is still require-
ment to enhance hard-negative detection because certain background image patches are 
exactly similar to pedestrians in corresponding visual appearance. Features in deeper 
layers of CNN consist of better semantics, but not qualified to detect dense objects and 
are a reason for occlusion. The CNN utilized successfully in pedestrian detection [61] 
and achieved the promising outcomes.
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It is noted that the fine-tuning process improves generalization and till date, trans-
former networks are tested as backbones and found out to be outperforming CNNs in 
terms of generalization and absorbing large-scale datasets for learning robust represen-
tation. End-to-end detectors, DETR, and deformable DETR accomplish comparatively 
better results for common OD. Hence, due to its unique model architecture and com-
petitive results with fast R-CNN models, it is applied to pedestrian detection.

To make DETR practically possible and even for crowded detection, new decoder 
with dense queries and rectified attention unit, i.e. DQRF, is introduced, which is eas-
ily implementable and benefits to alleviate identified problems of DETR in detection 
of pedestrian. In [34], faster matching algorithm using bipartite scheme is proposed 
wherein improvements are suggested for DETR pertaining to annotations of visible box. 
Further, Rank-DETR [70] is designed to predict the high-quality OD based on the rank 
of bounding box which accurately identifies the positive prediction and subdue the nega-
tive predictions. This approach achieved higher localization accuracy by enhancing AP.

Number of models can be made in conjunction with attention-based or transformer-
based encoders or decoder modules with already existing object detectors. For example, 
in [62], PedesFormer is a swim transformer-based model that focuses on the advance-
ment of research. Segmentation and domain adaptation are constructed using UNet net-
work with swim transformer, as it can be applied spatial constraints to the pedestrian 
detection [13]. Similar to this approach, many models are seen to perform the same task 
with more improvement. A combination of object detection models with semantic tasks 
is able to put to end the hard-negative samples. Likewise, transformer-based semantic 
models can also be applied to achieve same or better results with additional benefits.

Face detection

Detection of face is the oldest task in CV and is continuously grown and evolved since 
then. It is now applied to many other tasks. Due to rapid progress of DL in CV, many 
DL-based frameworks are developed for detecting the face, periodically, which achieved 
improvements in accuracy. In DL era, mostly, face detection methods follow detection 
idea of general ODs such as faster R-CNN [3] and SSD [5].

Some of the issues and challenges to detect face are identified as follows:
	(i)	  Intra-Class Variation: We know that varieties of skin colours, expressions, move-

ments, and poses are possible from Human faces.
	(ii)	  Occlusion: It may happen that faces are partly occluded by another objects.
	(iii)	  Multi-Scale Detection: Face detection from range of large variety, especially when 

tiny faces present good encounters.

CNN is based up on the local ideas for feature expression, which result in low effi-
ciency to capture long-range pixels dependency, thus, poor performance is reported to 
recognize facial expression. Further, to overcome this problem, self-attention approach 
is added using residual network, due to which recognition is done at global level. CNN 
is not capable to perform the encoding of different features in relative position, while 
attention models can learn different features with focus on the interactive ones. Some 
of the published researches explained about the models, which are experimented with 
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the combination of attention models with already existing detectors in order to improve 
results. Here, encoding using transformer is used in capturing relationships amid vari-
ous action units aimed at expressions in wide range in training dataset and thus yields 
high classification performance. It is seen that transformers are robust in perturbations, 
domain shifts, occlusions; hence with this view, TFE model is developed in [63]. Similar 
to this, many transformer-based modules are grouped with already existing object detec-
tors, where the basic feature and working for the modules remain the same. Though, 
architecture and improvements vary in the process of detection.

Traffic signal detection

In recent past, detecting lights and traffic signs automatically attracted the researchers 
due to advancement in self-driving technology. It is also mistakenly seeming to assume 
the recognition of traffic signs is simple, there are lot of challenges present. This deten-
tion would be practically difficult on driving under different conditions such as night 
and sun glare. So, image capturing through camera may be blurred due to car in motion. 
During bad weather conditions, it becomes even impossible to detect the image. How-
ever, there is a need of real-time detection for autonomous vehicles with prominent 
accuracy. Since in this deep learning era, models like faster R-CNN and SSD are also 
applied in traffic sign detection. To overcome certain drawbacks, new techniques are 
continuously developed and implemented.

It is observed that comparatively higher accuracy is obtained by the two-stage algo-
rithms, however, recognition speed is slow. Therefore, attention modules can be utilized 
with other CNN models to overcome the difficulties [64]. Transformer-based models 
can also be used in conjunction with CNN models, the self-attention module and multi-
headed attention have the capabilities to recognize the image, both locally and globally, 
and that leads to further scope of future research.

General application

Therefore, transformers showed the promising results on training models with multi-
modal input data. It avoided the heavy engineering and inefficiencies during utilization 
of mixed architectures. For the machines to become more useful, algorithms should 
learn how to aim with multi-sensory inputs. Transformer should be perfect and it is 
expected to be applied on a large scale for different applications in the near future. It 
is a fascinating cause to advance as a multi-task, and can easily be tailored into already 
existing models in order to add new features. ViTs are now applied in 3D analysis, video 
processes, and generative modelling.

Datasets and evaluation metrics
Datasets

For the purpose of object detection, various datasets are publically available for the per-
formance evaluation. There exists a wealth of readily available, open-source datasets that 
can be harnessed for experimentation and model development. Some datasets are listed 
as follows;
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1.	 CIFAR-10 [65]: CIFAR-10 is a comprehensive dataset that consists of 60,000 colour 
images in 10 different categories. The dataset holds 10,000 test images and 50,000 
training images split into five training groups. However, the images in CIFAR-10 are 
low resolution (32 × 32), thus, dataset allows researchers to quickly apply different 
algorithms.

2.	 Open Images [66]: Open Images V4 dataset offers large scale across several dimen-
sions wherein 30.1 M image-level labels for 19.8 k concepts, 15.4 M bounding boxes 
for 600 object classes, and 375 k visual relationship annotations involving 57 classes 
are observed. Specifically for object detection, 15 × more bounding boxes than the 
next largest datasets (15.4  M boxes on 1.9  M images) are provided. The images 
often show complex scenes with several objects (eight annotated objects per image 
on average). Open Images V4 dataset competition also uses mean average precision 
(mAP) over the 500 classes to evaluate the object detection task.

3.	 COCO Dataset [41]: Common objects in context (COCO) dataset, a seminal 
resource, offers a diverse collection of images with objects situated in complex, real-
world contexts. Its wide adoption stems from its capacity to evaluate object detec-
tion models across intricate scenarios. In COCO, there are more small objects than 
large objects. Specifically, approximately 41% of objects are small (area < 322), 34% 
are medium (322 < area < 962), and 24% are large (area > 962). The general average 
precision (AP) and average recall (AR) are averaged over multiple Intersection over 
Union (IoU) values. Specifically, we use 10 IoU thresholds of 0.50:0.05:0.95.

4.	 PASCAL VOC [40]: PASCAL VOC, albeit smaller in scale than COCO, has played 
a pivotal role in benchmarking object detection algorithms. Its twenty object classes 
have made it a valuable asset for early stage evaluations. The current metrics used by 
the current PASCAL VOC object detection challenge are the precision × recall curve 
and average precision.

5.	 ImageNet [42]: ImageNet is initially devised for image classification, and then 
extended to encompass object detection challenges. It boasts an extensive array of 
annotated images, offering an invaluable resource for object detection researchers. 
ImageNet object localization challenge, which evaluates the performance of object 
localization algorithms, uses a specific error metric that considers both the class label 
and overlapping region between the ground truth and detected bounding boxes for 
each image. This metric calculates a "min error" for each image, indicating how well 
the predicted bounding boxes align with the true objects in the image.

Other datasets such as CIFAR-10, PASCAL VOC, and ImageNet have their signifi-
cance in computer vision tasks, but COCO’s extensive challenging dataset, its real-
world complexity, and rich annotations have gained prominence as a benchmarking 
for state-of-the-art object detection models.

Existing datasets provide a strong starting point; moreover, we can always have 
an option to build custom datasets. By creating custom datasets, one can curate a 
collection of images and annotations that mirror the real-world scenarios and chal-
lenges encountered in the target application.
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Evaluation metrics

Mean average precision (mAP), common metric utilized in evaluating the accuracy 
of OD models. It gives a detailed overview of how a model is performing alongside its 
competitor models on the same dataset. Here, metrics involved in mAP are discussed, 
i.e. confusion matrix (CM), Intersection over Union (IoU), precision, and recall [67].

Intersection Over Union: A number that quantifies the degree of overlap between 
two boxes. Here, in OD and segmentation, an IoU estimating overlaps related to pre-
diction region and ground truth (GT). However, IoU is considered as primary metric 
for segmentation to report model accuracy.

Using IoU threshold value, the prediction of true positive (TP), false negative (FN), 
or false positive (FP) can be decided, collectively known as confusion matrix. Fig-
ure 13 shows IoU for the detection of object in the image.

Confusion Matrix: A CM is a table that shows performance of a classifier given 
some truth values/instances.

True positive—classifier predicted positive wherein truth is positive, false positive—
wrongly predicting positive, i.e. IoU < α (for detection), false negative—no detection 
by classifier, and true negative—correct prediction for negative class.

Similarly, in segmentation and OD the exact words are not same (see Fig.  14). In 
OD, correctness of estimate (TP, FN, or FP) is confirmed with IoU threshold, whereas 
in segmentation, this is decided through referring GT pixels.

Precision: The total TP from total detections, i.e. TP and FP, this measure helps in 
identifying the positives prediction that is correct. If you are wondering how to calcu-
late precision, it is simply the true positives out of total detections.

Recall: The total TP from total detections, i.e. TP and FN, helps in addressing the 
question of “What quantity of TP, predicted correctly?”.

The average precision (AP) is considered as area under precision–recall curve, and 
it is calculated class-wise. The mAP is averaged over AP for all detected classes.

Fig. 13  Object detection prediction
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Performance analysis and discussion
The COCO dataset (used for COCO test-dev and COCO minival benchmarks) and the 
PASCAL VOC 2007 dataset stand out as two pivotal datasets in the field of object detec-
tion. Over time, object detection models have evolved and improved significantly, with 
these datasets serving as key driving forces behind the advancements.

One comparative analysis on the current scenario of the models with the highest mAP 
along the varied timeline presented in Fig.  15 uses PASCAL VOC 2007 dataset. This 
shows how transformer model (DETReg) tried to reach the mark better than CNNs. 
Further, Fig.  16 shows COCO 2017 dataset to evaluate the performance of different 
object detection models, here, ranked Co-DETR [68] has achieved higher box mAP of 
66.0%. Moreover, the performance of different object detection models on MS-COCO, 
VOC07, and VOC12 datasets being previously indicated in Fig. 2 witnessed OD perfor-
mance improvement (see Sect.  "Object detection models"). Moreover, from Fig. 17 we 
can depict that ranked Co-DETR [68] offers the higher box average precision of 65.9% 
for OD task.

On the MS-COCO dataset which is based on the average precision, the best real-time 
OD algorithm until September 2022 was YOLOv7, followed by vision transformer such 
as Swin and DualSwin, PP-YOLOE, YOLOR, YOLOv4, and EfficientDet. As of July 2023, 
an evolving trend in the realm of real-time OD on the MS-COCO dataset is the ascent 
of Co-DETR, marking a significant shift in the landscape.

Fig. 14  Image segmentation prediction

Fig. 15  OD on PASCAL VOC 2007 at a universal level
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Table  2 provides a valuable tool for comparing and assessing various models across 
different datasets and evaluation metrics using quantifiable numerical data. Here, we can 
determine and decide which model is more suitable for different computer vision tasks, 
taking into account the specific requirements and challenges posed by each dataset. The 
image classification task using ViT-L model on ImageNet achieved a higher accuracy of 
87.76%. Subsequently, OD task reported the highest mAP of 73.20% on PASCAL VOC 
using fast R-CNN.

Challenges in object detection
Following are the challenges in object detection;

1.	 Small objection detection Large object detection is performed accurately by the vari-
ous object detectors but deprived performance is reported on small objects.

Fig. 16  OD on COCO 2017 test-dev at a universal level [68]

Fig. 17  OD on COCO 2017 minival at a universal level [68]
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2.	 Multi-resolution Object detection algorithms achieve good results under controlled 
environment for images in specific resolution. However, these algorithms disappoint 
on varied resolution of inputs.

3.	 Large dataset Applying CNN and transformer-based algorithms needs big datasets 
with suitable annotations which is laborious task. Further, various images are gener-
ated by the numerous resources to investigate useful information.

4.	 Computational resources To train the object detectors on big datasets requires the 
more computational power [58].

Table 2  Comprehensive evaluation metrics and dataset comparative analysis for CV models

Reference Task Model Used Dataset Results

[1] Object detection RCNN PASCAL VOC mAP—58.50%

[2] Object detection Fast RCNN PASCAL VOC mAP—70%

COCO 2017 test-dev Box mAP—19.7

mAP—19.70%

[3] Object detection Faster RCNN PASCAL VOC mAP—73.20%

COCO 2017 test-dev Frame per secs—46.7

mAP—21.90%

Average mAP—16.4

[28] Object detection DETR COCO 2017 Average precision 
(AP)—43.0

Average mAP—17.7

[29] Object detection D-DETR COCO 2017 Average precision 
(AP)—46.9

Average mAP—18.5

mAP—52.30%

[18] Object detection ViT-B/16-FRCNN COCO 2017 Average precision 
(AP)—37.8

OBJECTNET-D Average precision 
(AP)—22.9

[6] Object detection YOLO PASCAL VOC mAP—63.40%

Frame per secs—46.7

COCO 2017 Average mAP—32

mAP—43.50%

[30] Object detection YOLOS(VIT-B) COCO 2017 Average mAP—20

[8] Object detection Mask RCNN COCO 2017 Average mAP—17.6

Box mAP(Real time)—45.7

[69] Object detection ResNet-101 Pascal VOC Average mAP—63.7

[70] Object detection Rank-DETR (ResNet50) COCO 2017 Average mAP—50.2

[46] Image classification ViT-H ImageNet Accuracy (Top 1)—88.55%

CIFAR-10 Percentage correct—99.9%

[46] Image classification ViT-B ImageNet Accuracy(Top1)—85.2%

[46] Image classification ViT-L ImageNet Accuracy (Top 1)—87.76%

CIFAR-10 Percentage cor-
rect—99.42%

PASCAL VOC mIoU—68

[57] Semantic segmentation ViT segmenter PASCAL VOC mIoU—59
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5.	 Imbalance class Images class imbalance pertaining to background and foreground 
images leads to lower model performance.

6.	 Localization To localize the objects and further perform the prediction, background 
pixels restrict the accurate prediction, thus, localization errors need to be reduced.

Conclusion and future scope
In the task of object detection, various object detectors using CNN-based model and 
transformer-based models are proposed in the literature. We have investigated the vari-
ous domains in which object detection in real time is very important and needs sub-
stantial improvement. CNN-based object detectors lack in generalization and lower 
localization accuracy, whereas transformer-based detectors achieve higher detection 
accuracy and more generalization. It is observed that transformer models sparked the 
great interest in field of computer vision. One of the great benefits is their inclination 
towards building universal model architectures that can support any type of input data 
such as text, image, audio, and video. In this paper, a suitable explanation of the differ-
ent transformer-based object detectors is demonstrated. In addition, the characteris-
tics of each feature aims to give an idea of how transformers are able to flexibly fuse 
and conjunct with other DL models to improve on the efficiency. Thus, we suggest the 
need for new architectures and ideas for future research in particular OD and other CV 
tasks. Here, we offer a meaningful review to depict a line of difference between trans-
former-based detectors and CNN models. The utilization of transformer-based detector 
uses the power of existing DL models and various attention mechanisms to achieve the 
higher generalization which makes it more suitable for real-time objection detection.

Moreover, we covered the applications of transformers in CV, particularly in tasks 
of recognition such as segmentation, OD, and image classification. However, all these 
applications will be the next step to understand problems in-depth and to be motivated 
for modelling a new and robust architecture. Further, object detection can be explored 
in more fields such as multi-modal tasks, video processing, video forecasting, image 
super-resolution, and 3D analysis.
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