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Abstract 

The exponential growth of deep learning networks has enabled us to handle difficult 
tasks, even in the complex field of medicine. Nevertheless, for these models to be 
extremely generalizable and perform well, they need to be applied to a vast corpus 
of data. In order to train transfer learning networks with limited datasets, data augmen-
tation techniques are frequently used due to the difficulties in getting data. The use 
of these methods is crucial in the medical industry in order to enhance the number 
of cancer-related magnetic resonance imaging pathology scans. This study evaluates 
the results of data augmentation methods on three deep transfer learning networks, 
such as InceptionV3, VGG16, and DenseNet169, for brain tumor identification. To 
demonstrate how data augmentation approaches affect the performance of the mod-
els, networks were trained both before and after the application of these methods. 
The outcomes revealed that the image augmentation strategies have a big impact 
on the networks before and after using techniques, such as the accuracy of VGG16 
is 77.33% enhanced to 96.88%, and InceptionV3 changed from 86.66 to 98.44%, 
and DenseNet169 changed from 85.33 to 96.88% the accuracy percentage increase 
of the models are 19.55%, 11.78%, and 11.55%, respectively.

Keywords: Artificial intelligence, Image augmentation, Deep learning, Cancer 
detection, Medical diagnostic imaging

Introduction
Even though medical research is quite sophisticated nowadays, it remains a challenge 
for doctors to identify some diseases early [1]. To identify a brain tumor, doctors 
employ magnetic resonance imaging (MRI) and brain tomography pictures, utiliz-
ing artificial intelligence for the early detection of head tumors is of paramount sig-
nificance in safeguarding patients’ health. AI-driven tools and algorithms have the 
potential to offer rapid and precise diagnoses, enabling timely medical interventions 
that can greatly enhance treatment efficacy and increase the likelihood of success-
ful recovery. This underscores the importance of employing AI-based techniques and 
diagnostic solutions for the early identification of head tumors, ultimately advancing 
healthcare and elevating the quality of life for individuals grappling with this serious 
medical condition. Brain tumors are an exceptionally severe and potentially deadly 
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category of cancer. Their location and potential for aggressive growth make timely 
detection and treatment absolutely vital. Thus, there is a pressing need for continued 
research, advanced treatment modalities, and vigilant medical attention to enhance 
the prospects of individuals grappling with this formidable ailment. The two types of 
glioma, the most prevalent type of brain tumor, are commonly known as low-grade 
(LGG) and high-grade (HGG). Nearly three-fifths of people are diagnosed with HGG, 
which has a high mortality rate and an accelerated development rate. HGG tumors 
are typically malignant [2]. The average lifespan of HGG patients is 14 months after 
diagnosis. There are various disease-treating options, including radiotherapy and 
chemotherapy [3].

The usual treatment method for this condition is surgery. The presence and growth 
of brain tumors within the skull can exert pressure on adjacent brain tissues, lead-
ing to a range of neurological symptoms and complications. The specific effects can 
vary widely depending on the tumor’s size, location, and rate of growth. Such pres-
sure changes can result in symptoms like headaches, cognitive impairment, changes 
in personality, and even severe neurological deficits. Understanding the dynamics of 
these pressure-related effects is crucial for diagnosing and managing brain tumors 
effectively, as it helps healthcare professionals make informed decisions about treat-
ment and patient care. Patients with the condition may occasionally experience prob-
lems with their circulatory systems and may even become paralyzed. In addition, 
the symptoms vary according to the part of the brain that is afflicted. These include 
speech problems, numbness, vision and hearing loss, abnormal gait, and a variety of 
other symptoms. The specific cause of brain tumors is unknown. Nowadays, machine 
and deep learning approaches are applied in various fields.

However, it is undeniable that brain tumors can occur in people of various ages [4]. 
Because the condition is so serious, research into brain tumor diagnostics is a very 
active area of study [5]. In this research, a technique for aiding medical profession-
als in disease diagnosis was created utilizing a dataset of MRI images which publicly 
accessible [6]. The main issue with deep learning and machine learning models is 
the need for huge amounts of data [7], but in some situations, this amount of data is 
not available. Additionally, building a trustworthy model to aid in the early diagnosis 
of brain tumor sickness is the goal of this work, which combines image augmenta-
tion and transfer learning approaches in individuals when only a limited amount of 
data is available for creating a specific model for head tumor detection. The reduc-
tion of doctors’ workload is another advantage of this study as well as it is impera-
tive to establish safeguards that protect both doctors and patients from the risk of 
incorrect diagnoses, which can occur when healthcare providers are fatigued and 
burdened with excessive workloads. By addressing the issue of exhaustion among 
medical professionals and implementing measures to alleviate their workload, we 
not only enhance the accuracy of diagnoses but also promote the overall well-being 
of healthcare practitioners, leading to a more robust and reliable healthcare system. 
This research endeavor brings forth a range of innovative contributions that warrant a 
closer examination. These groundbreaking elements are not only noteworthy but also 
serve as the focal points of this study. The following points delve into the distinctive 
contributions of this research with comprehensive detail:
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• A methodology for comparing the effectiveness of various models after applying data 
augmentation techniques is provided.

• Convolutional neural networks’ efficiency, such as Inception V3, VGG16, and 
DenseNet169, is compared to see how transfer learning and image enhancement 
methods affect it.

In this study, the performance of three transfer learning models is evaluated before and 
after applying image augmentation techniques using MRI imaging to find brain tumors. 
Several measures, including accuracy, recall, precision, and f1 score, were used to assess 
the models.

Literature review
There is various research for the detection of brain cancer in the literature. A trustwor-
thy segmentation technique for the automatic segmentation of brain tumors was intro-
duced by Dong et al., in their research they made use of the BRATS2015 dataset. They 
said that the approach they suggested produced positive outcomes [8]. Amin et al. pre-
sented an automatic system that can tell from MRI scans if the brain contains a tumor 
or not. The studies used the Harvard, Rider, and local databases, and the greatest degree 
of accuracy was 97.1% [9]. Wu et  al. recommended a technique for recognizing brain 
tumors by color-based segmentation. The method employed in this strategy is K-means 
clustering. They claimed that the technique could effectively segment MRI brain tumor 
pictures, assisting pathologists in accurately identifying the size and location of lesions 
[10]. Based on a genetic algorithm a prototype for finding brain tumors was developed 
by Chandra et  al., and their model was applied to detect tumor pixels on MRI scans 
[11], The results of recent research are encouraging for diagnosing and treating brain 
tumors, and offer a wide range of uses. Nevertheless, despite the positive outcomes that 
the authors mention, due to considerable limitations, only a small number of studies are 
valid in the actual clinical situation. The authors emphasize that the results cannot be 
generalized since the models are trained on a tiny amount and restricted access to data.

In a study by Xu et  al. [12], a comprehensive examination of image augmentation 
techniques was conducted, introducing an innovative taxonomy that categorizes these 
techniques into three distinct groups: model-free, model-based, and optimizing pol-
icy-based methods. The investigation delved into the underlying goals of image aug-
mentation, analyzing the complexities associated with implementing deep learning 
models in computer vision tasks. It also embraced the concept of vicinity distribution 
to gain deeper insights. The study’s findings underscore the substantial enhancements 
that image augmentation brings to task performance. A review paper by Chen et  al. 
[13] presented a comprehensive examination of deep learning techniques applied to 
post-processing MR images, encompassing tasks such as artifact reduction, noise sup-
pression, and resolution enhancement. They demonstrated that deep learning methods 
yield enhanced image quality compared to traditional approaches. Nevertheless, the 
existing challenges and prospects for the availability of data, generalization capabili-
ties, and clinical validation of deep learning algorithms underscore the need for contin-
ued and collaborative research efforts in this rapidly advancing field. Another research 
by Zhou et  al. [14] introduced an innovative approach for enhancing underwater 
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images, referred to as the Multi-Feature Embedded Fusion (MFEF) method. Given the 
common challenges of low contrast, color distortion, and blurred details in underwa-
ter images, They leveraged input processing techniques like White Balance (WB) and 
Contrast Limited Adaptive Histogram Equalization (CLAHE) to acquire high-quality 
input. The core of their method involves the Multi-Feature Fusion (MFF) module, 
which facilitates comprehensive interaction among diverse image features, preserving 
fine details effectively.

Trabucco et  al. [15] tackled the issue of limited diversity in data augmentation by 
introducing a novel approach involving image-to-image transformations driven by 
pre-trained text-to-image diffusion models. Their technique involves altering images 
to modify their meaning, leveraging readily available diffusion models. Notably, their 
method exhibits versatility in adapting to new visual concepts with only a small num-
ber of labeled examples. To assess the effectiveness of their approach, they conducted 
evaluations on few-shot image classification challenges and a practical weed recogni-
tion task, where they observed enhanced accuracy in the tested scenarios. Alomar et al. 
[16] surveyed the data augmentation techniques, particularly recent research in image 
classification and segmentation employing data augmentation techniques, which are 
critical for deep learning models to overcome the overfitting issue and achieve bet-
ter performance. In addition, they proposed a geometric augmentation technique, 
i.e., RLR (random local rotation), focusing on manipulating local information within 
images without adding non-original pixel values.

Anaya-Isaza and Mera-Jiménez [17] by using the ResNet50 network to detect brain 
tumors, contrasted the effects of different conventional data augmentation strategies. 
With the help of transfer learning and a network built using only zeros, the ImageNet 
dataset was used for the training. With the help of their investigation, the research-
ers were successful in obtaining a 92.34 percent F1 detection score with the ResNet50 
network. Abdalla et  al. [18] investigated typical data augmentation methods’ effects 
on three deep learning networks, namely MobileNetV2, VGG19, and DenseNet201, to 
detect brain tumors. The results demonstrated that picture augmentation schemes had a 
significant impact on the networks both before and after using approaches. Kumar et al. 
[19] determined a classification scheme to reduce the tumor’s severity via MRI images 
while taking into account AlexNet, ResNet 50, and Inception V3’s prediction accuracy. 
The three-convolution neural network (CNN) models receive data from the database 
that has been enhanced. Based on the accuracy and performance between the three 
models, a comparison line is made with AlexNet achieving the best accuracy of 96.2%.

Shoaib et  al. [20] by using four deep convolutional neural networks, includ-
ing BRAIN-TUMOR-net, transfer learning, inceptionv3, and inceptionresnetv2, 
attempted to identify between normal cases versus pituitary tumors, meningi-
oma tumors, and glioma tumors. They employ the augmentation approach in order 
to increase the dataset size due to the small number of photos. The results of the 
research showed that the best performance with the augmented images is achieved 
by the DL model that was built from scratch. A study by [21] was conducted to deter-
mine the most practical adjustment by applying five different modifications to five 
different well-known CNNs. To create a novel CNN architecture for brain tumor 
identification, each structure is modified with five layers and parameter tuning.
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Olin et al., assert that the models were developed using small datasets for neck and 
head diseases and included only one research with a maximum of 800 images [22]. 
However, only 775 people with glioblastoma are represented by Jayachandran et  al. 
study [23]. Similarly, Amemiya et al. claim that the evidence from their research of 127 
patients is restricted and more data would result in improved results [24]. The number 
of brain tumor patients in the Tandel et al. study is restricted to 130, but they get around 
this problem by utilizing picture scale, rotation, transfer learning, and data augmenta-
tion [25]. The number of images is also increased by Jiang et al. by flipping, resizing, and 
smoothing the images [26]. In a similar vein, Wang et al. employ flipping, Gamma func-
tion color (contrast) change, rotation, and image warping [27]. In fact, writers executed 
the applications using a modest amount of data, but they didn’t use any learning transfer 
or data augmentation techniques. These include, for example, Al-Saffar and Menze [28, 
29]. According to the research that has been given it is quite evident that more training 
data are required to enhance the performance of the models.

Materials and methods
This section explains the applied networks, image augmentation techniques, and the 
used dataset for this research. The type of the tumor, its location, size, and extent of 
damage to the brain and nerves are all crucial information for determining the best 
course of action. For the early detection of the tumor, it is essential to reveal the infor-
mation concealed in the MRI pictures.

Dataset

The used Dataset for the experiments was obtained from the Kaggle platform, which 
is publicly available [6]. There are 253 MRI images in the entire original dataset. Two 
classes make up this set of data. In first-class data, there are 98 MRI images of no tumor. 
Images of the tumor-bearing patient make up the second class of data with 155 images; 
the extension type of the images is (JPG). MRI scan of a person with a brain tumor is 
shown in Fig. 1 on the right side. A healthy person is depicted on the left in Fig. 1’s MRI 
pictures. The dataset is split into two different folders for the purpose of taring and 
testing the models, The first folder includes (%75) of the images for the taring, and the 
remaining part (%25) is used to validate the models with and without applying the sug-
gested image augmentation method, for achieve the most reliable results the models tested 
with the same images before and after applying images augmentations to the dataset.

Fig. 1 Sample images of brain MRIs form the dataset
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Image augmentation techniques

Deep learning networks’ intrinsic demand for vast amounts of data has prompted the 
creation of a variety of techniques, from straightforward changes like geometric trans-
formations to intricate mosaic-based graphics. The following fundamental methods are 
some of the most often used methods; This study used a combination of the following 
techniques:

• Rescale
• Width Shift
• Height Shift
• Shear
• Zoom
• Rotation
• Horizontal Flip
• Brightness

For this purpose, a method in Python was created and applied to the training folder of 
the dataset, as demonstrated in Fig. 2.

In the domain of deep learning applied to medical imaging, it’s important to note 
that a substantial majority, approximately 86 percent, of data augmentation methods 

Fig. 2 The Python augmentataion_generator method
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utilized can be categorized as either "fundamental" or "deformable" techniques. These 
techniques play a fundamental role in augmenting medical image data to enhance the 
performance and adaptability of models.

• Fundamental techniques: Fundamental data augmentation approaches encompass 
core transformations of the original image data. These transformations encompass 
actions like rotation, scaling, flipping, and cropping. These modifications enable the 
model to learn and recognize features from diverse angles, orientations, and scales, 
thus increasing its resilience to variations in patient positioning and scanner settings.

• Deformable techniques: Deformable augmentation strategies introduce controlled 
spatial deformations into the images. These deformations can mimic anatomical var-
iations or distortions encountered in clinical imaging. By exposing the model to such 
variations, it becomes more proficient at handling real-world data where subtle ana-
tomical variances exist among patients.

These augmentation methodologies are pivotal in training deep-learning models for the 
analysis of medical images. They not only assist in diversifying the training dataset but 
also contribute significantly to the model’s generalization ability and its capacity to adapt 
to variations encountered in real-world clinical contexts. Recognizing the prevalence and 
effectiveness of these techniques underscores their importance in advancing the perfor-
mance and reliability of deep learning models applied in medical imaging tasks [17].

Figure 3 demonstrates some examples after applying the suggested augmentataion_
generator method to the train folder of the dataset. The augmentation strategy 
resulted in an increase of 506 images in the dataset size.

Deep learning architectures

In recent years, the field of medical imaging has witnessed a significant transformation 
due to the rapid advancements in deep learning techniques. Deep learning, a subset of 

Fig. 3 MRI images before and after applying the augmentataion_generator method
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machine learning, has emerged as a powerful tool in various domains, including medical 
diagnostics. One of the compelling applications is the detection of brain tumors using 
deep learning models. Brain tumors, which can have life-altering consequences, neces-
sitate accurate and timely diagnosis to facilitate effective treatment. Traditional methods 
of tumor detection often rely on manual analysis of medical images, which can be time-
consuming and prone to human error. However, deep learning approaches offer a prom-
ising solution to this challenge by enabling automated and accurate detection of brain 
tumors. For feature conversion and extraction, deep learning employs numerous layers. 
Each layer inputs the output of the preceding layer [30]. There are many deep learning 
architectures; this research used the following networks:

InceptionV3

The InceptionV3 model, a pioneering convolutional neural network (CNN) architecture 
developed by Google researchers, introduces inception modules to efficiently capture 
intricate image features. Through parallel convolutional operations of different filter 
sizes and pooling, the model adeptly extracts diverse features, aided by 1 × 1 convolu-
tions for dimensionality reduction. To counter vanishing gradient issues, batch normali-
zation and ReLU activations are employed, promoting efficient gradient propagation 
during training. Factorization techniques and dimensionality reduction further enhance 
the model’s capacity to learn complex features while managing computational demands. 
With a balance between complexity and efficiency, InceptionV3 excels in image classi-
fication tasks, boasting superior performance on benchmark datasets and establishing 
itself as a pivotal advancement in the deep learning landscape. Figure 4 illustrates the 
InceptionV3’s architecture [31].

VGG16

The VGG16 model, developed by the Visual Geometry Group at the University of 
Oxford in 2014, is celebrated for its uncomplicated architecture. Rather than depend-
ing on pre-designed attributes, VGG16’s key breakthrough was its substantial depth, 
encompassing 16 layers in total. Within these layers, 13 are dedicated to convolutions, 
while the remaining 3 are fully connected. The convolutional layers are organized into 
sets of two to three consecutive layers, accompanied by max-pooling stages for spa-
tial dimension reduction. A distinguishing feature of VGG16 is its consistent employ-
ment of 3 × 3 convolutional kernels across all layers. This strategic homogenization of 

Fig. 4 The InceptionV3 network’s architecture [32]
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parameters played a crucial role in the model’s success. The systematic arrangement 
of convolutional layers alternated with max-pooling layers facilitated the acquisi-
tion of hierarchical features at different levels of intricacy. Although VGG16 is rela-
tively less complex than subsequent architectures, its exceptional performance across 
standard datasets underscored its aptitude for learning intricate feature hierarchies 
[33]. There are 16 layers with different values, as indicated by the number 16 in the 
VGG16 algorithm. An estimated 138 million elements make up this system [34]. Fig-
ure 5 illustrates the architectural design of VGG16 [35].

DenseNet169

The DenseNet169 architecture represents a notable progression in the realm of con-
volutional neural networks, particularly in addressing challenges linked to informa-
tion flow and feature reuse. Presented by Huang et  al. in their "Densely Connected 
Convolutional Networks" paper, DenseNet169 builds on the concept of dense con-
nectivity, where each layer gains input from all prior layers. This novel approach 
improves gradient propagation, promoting the reuse of features, which in turn aids 
learning efficiency and mitigates issues like vanishing gradients. The architecture is 
marked by its significant depth, encompassing 169 layers, and its incorporation of 
densely connected blocks, contributing to more intricate feature representations. 
DenseNet169 has displayed remarkable performance across diverse image classifi-
cation benchmarks, underscoring its proficiency in capturing complex patterns and 
data hierarchies. This model’s influence is evident in subsequent network designs that 
embrace the principles of dense connectivity to achieve improved training dynamics 
and resilience.

DenseNet169 is the name of a 169-layer convolutional neural network. The Ima-
geNet database contains a pre-trained version of the network that was developed 
using more than one million images. The pre-trained network can recognize 1000 dif-
ferent object types in images. As a result, the network has amassed substantial feature 
representations for a variety of pictures. Up to 224 by 224-pixel images can be sent 
over the network [27]. Figure 6 presents the architectural layout of DenseNet169.

Fig. 5 The VGG16 architecture
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Experimental results
Images of brain tumors were categorized using deep learning architectures. The 
effectiveness of the models in deep learning is expressed by a set of criteria. A confu-
sion Matrix was used to determine each of these performance measures. In Fig.  7, 
a straightforward Confusion matrix example is shown. Because of its well-known 
libraries, Python is used to execute these models as a programming language. Librar-
ies like Matplotlib and Pandas are used to present statistical analysis and produce 
visual graphs. Kaggle has functioned as an IDE for these computers using the NVidia 
K80 GPU.

A confusion matrix is a typical visual representation of the efficiency of categorization 
systems. The matrix (table) shows the percentage of events in the test data that were 
correctly and incorrectly recognized in contrast to the actual outcomes (target value A 
confusion matrix serves as a valuable tool to evaluate the performance of a classification 
model. It presents a comprehensive breakdown of the model’s predictions, organizing 
them into four distinct categories:

• Instances correctly predicted as positive: True Positives (TP).
• Instances correctly predicted as negative: True Negatives (TN).

Fig. 6 The architecture of DenseNet169

Fig. 7 A Confusion matrix
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• Instances inaccurately predicted as positive when they are actually negative: False 
Positives (FP).

• Instances inaccurately predicted as negative when they are actually positive: False 
Negatives (FN).

By structuring these outcomes in a matrix format, the confusion matrix offers a clear 
and detailed picture of how the model is performing across different prediction sce-
narios. This breakdown aids in assessing the model’s strengths and weaknesses, facili-
tating targeted improvements [36].

This research employed a number of metrics to provide more context, including:

• Accuracy: Accuracy can be evaluated by using CM parameters. In this scenario, 
the total number of forecasts is divided by the total number of accurate predic-
tions, as explained in Eq. 1.

• Precision: Precision, in the context of classification or recognition tasks, refers 
to the measure of accuracy that quantifies the ratio of correctly identified posi-
tive instances to the total number of instances labeled as positive. In other words, 
precision evaluates the extent to which the positive predictions made by a model 
are actually accurate. It focuses on minimizing the occurrence of false positives, 
ensuring that the identified positive cases are genuinely relevant and reliable. 
Equation 2 shows a precision formula.

• Recall (sensitivity): is a metric that measures the proportion of actual positive 
instances correctly identified by a model among all the true positive instances. Its 
formula is demonstrated in Eq. 3.

• F1 score: is a metric that measures the proportion of actual positive instances 
correctly identified by a model among all the true positive instances. Equation 4 
shows the F1 score formula.

• Negative predictive value

• False discovery rate

• False negative rate

(1)Accuracy =
TP+ TN

(TP+ TN+ FP+ FN)

(2)Precision = TP/(TP + FP)

(3)Recall = TP/(TP+ FN)

(4)F1 Score = 2× ( Precision× Recall)/(Precision+ Recall)

(5)NPV = TN/(TN+ FN)

(6)FDR = FP /(FP+ TP)
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• False positive rate

• Matthews correlation coefficient

• Specificity
 It is a fundamental metric in binary classification tasks such as medical diagnosis or 

machine learning classification models, playing a crucial role in assessing the per-
formance of classification models, especially in scenarios where correctly identifying 
negative cases holds significant importance.

 Specificity is calculated using the following formula:

 In this formula:
 True Negatives (TN) are the cases where the model correctly identifies them as neg-

ative.
 False Positives (FP) represent instances where the model incorrectly classifies nega-

tive cases as positive.

VGG16

Figure 8 illustrates plots of accuracy and loss obtained using the VGG16 architecture. 
64 picture test data were used to evaluate the VGG16 architecture; the images were ran-
domly selected for each model, but to achieve the most reliable result each model was 
tested on the same data with and without applying the suggested image augmentation 
method to the training data folder. 62 of these data were successfully categorized; 25 
images were used in the testing phase for the normal case (no brain tumors). The model 
accurately detected 23 of them, and all the total images for brain tumors were 39; in 
other words, all of them were correctly detected by the model. The 2 remaining test data 
were wrongly categorized. The confusion matrix of the VGG16 architecture is exposed 
in Fig. 9.

InceptionV3

Figure 10 illustrates accuracy and loss charts obtained using the InceptinV3 architecture. 
64 picture test data were used to evaluate the InceptinV3 model. 63 of these data were 
successfully categorized; 28 images were used in the testing phase for the normal cases; 
the model accurately detected 27 of them, and all the total images for brain tumors was 
36, which all of them correctly detected by the model. The remaining test data were 
wrongly categorized. The confusion matrix of the InceptinV3 architecture is illustrated 
in Fig. 11.

(7)FNR = FN/(FN+ TP)

(8)FPR = FP/(FP + TN)

(9)
MCC = TP× TN− FP× FN/sqrt((TP+ FP)× (TP+ FN)× (TN+ FP)× (TN+ FN))

(10)Specificity =
TN

(TN+ FP)
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DenseNet169

In Fig.  12, accuracy and loss plots achieved using the DenseNet169 architecture are 
shown. 64 picture test data were used to evaluate the DenseNet169 architecture. 62 of 
these data were successfully categorized; the normal class includes 24 images in the test-
ing phase; the model accurately detected 22 of them, and all the total images for brain 
tumors was 40, which all of them correctly detected by the model. The 2 remaining test 
data were wrongly categorized. The confusion matrix of the DenseNet169 architecture is 
demonstrated in Fig. 13.

Discussion

The influence of employing image augmentation methods on MRI patient images reveals 
that the outcomes after implementing these techniques demonstrate an upsurge. The 
impact of integrating image augmentation techniques into the processing of MRI patient 
images is noteworthy. The obtained results, subsequent to the application of these tech-
niques, indicate a noticeable enhancement.

The impact of image augmentations for detecting and diagnosing brain tumors is 
explained in Fig. 14. The overall comparison for the models (VGG16, InceptionV3, and 

Fig. 8 The outcomes of VGG16 with and without applying the proposed method

No Brain Tumor Brain Tumor

No Brain Tumor 23 2

Brain Tumor 0 39
True Classes

Predicted Classes
Fig. 9 VGG16 confusion matrix after applying the proposed method
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DenseneNet169) after applying the techniques for MRI patients is demonstrated in 
Fig. 15 via several metrics.

In addition, the outcomes of the suggested models are contrasted with previous and 
state-of-the-art works, as shown in Table 1. When compared to other related works, the 
results demonstrated the best accuracy for predicting brain tumors was provided by the 
suggested models with applied data augmentation. Since InceptionV3 has a significant 
and relative accuracy scale, it performs better than other models among the suggested 
models. With the help of MRI images, this technique was developed to identify brain 
tumors.

Conclusion
In conclusion, the utilization of image augmentation techniques on MRI patient 
images holds substantial promise in the realm of medical imaging. The evident 
improvements in results underscore the potential of these methods to augment the 

Fig. 10 The outcomes of InceptinV3 with and without applying the proposed method

No Brain Tumor Brain Tumor

No Brain Tumor 27 1

Brain Tumor 0 36
True Classes

Predicted Classes
Fig. 11 InceptionV3 confusion matrix after applying the proposed method
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Fig. 12 The outcomes of InceptinV3 with and without applying the proposed method

No Brain Tumor Brain Tumor

No Brain Tumor 22 2

Brain Tumor 0 40
True Classes

Predicted Classes
Fig. 13 DenseNet169 confusion matrix after applying the proposed method

VGG16

Incep�onV3

DenseNet169

Accuracy Loss Accuracy Loss
Before After

VGG16 77.3333 1.977859 96.88 0.064472
InceptionV3 86.6667 1.738189 98.44 0.038528
DenseNet169 85.3333 11.747922 96.88 2.54127

The Impact of Image Augmentation 

Fig. 14 The impact of image enhancement methods
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accuracy and reliability of diagnostic processes. As the medical field continues to 
embrace technological advancements, the integration of image augmentation stands 
as a testament to its ability to contribute positively to the precision of MRI-based 
diagnoses and subsequent patient care. Through several transfer learning models, 
including VGG16, InceptionV3, and DenseNet169, this paper aimed to build a more 
reliable model for head tumor detection by applying an effective image augmenta-
tion method to enhance the performance of CNN architectures in identifying brain 
tumors. The following conclusions are drawn as a result of the study:

• Deep learning techniques were utilized in this investigation to detect brain can-
cers via MRI scans including VGG16, InceptionV3, and DenseNet169 architec-
tures.

• InceptionV3 outperforms VGG16 and DenseNet169 for the given dataset due to 
its superior symmetric scale. However, the accuracy of VGG16 and DenseNet169 
were the same.

• The three models’ prediction accuracy significantly decreased without augmenta-
tion.

• The InceptionV3 architecture achieved the highest accuracy rate during the stud-
ies by 98.44 percent after employing image augmentation techniques. The accu-
racy rate for the VGG16 and DenseNet169 architectures was 96.88 percent.

The scientific community is still working to identify and treat brain tumors. Finally, 
the results demonstrated that the proposed data augmentation method results in 
improved performance of the models.
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Table 1 Comparing the findings to previous related works

Paper Technique Accuracy 
percentage

[37] GLCM 82.27

[38] CNN 84.19

[39] SVM 85.00

[40] VGG19 90.28

[41] CapsNet 90.89

[40] BoW-SVM 91.28

[42] DWT-Gabor-NN 91.90

[43] CNN-ELM 93.68

[44] VGG-16 94.42

[45] DWT-DNN 96.27

[18] MobileNetV2 96.88

[19] AlexNet 98.24

[46] Dense-Net classifier 98.26

Dark-Net classifier 96.52

[47] 2D CNN 96.47

Auto-encoder network 95.63

[48] CNN 93.3

[49] Momentum 97.71

SMP-SGD 96.12

SMP-Momentum 96.04

SMP-Adagrad 97.35

SMP-Adam 96.49

[50] VGG16 95.11

InceptionV3 93.88

VGG19 94.19

ResNet50 93.88

InceptionResNetV2 93.58

Xception 94.5

IVX16 96.9

Models with applied data augmentation InceptionV3 98.44

VGG16 96.88

DenseNet169 96.88
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