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Abstract 

The demand for electricity at home has increased in recent times globally, this high 
demand for continuous, stable and affordable power can be attributed to the demand 
for comfortable lifestyle of consumers but the quality and efficiency of the appliances 
being used remain questionable. Malfunctioning appliances usually show a power 
signature statistically different from their normal behavior, which can lead to higher 
energy consumption or more serious damages. As a result, numerous studies in recent 
times have been conducted on the household electrical appliance anomaly behav-
iors to find the root-cause of these anomalies using machine learning techniques 
and algorithms. This study attempted to undertake a systematic and critical review of 
ninety-two (92) research works reported in academic journals over fifteen (15) years 
(2006–2021) in the area of household electrical appliance anomaly detections and 
knowledge extraction using machine learning. The various techniques used in these 
reports were clustered based on machine learning-based techniques, statistical tech-
niques and physical based approach techniques and the parameters adopted, such as 
machine learning algorithms, feature extraction approaches, anomaly detection levels, 
computing platforms and application scenarios. This clustering was done based on 
the following criteria: the nature of a dataset and the number of data sources used, the 
data timeframe, the machine learning algorithms used, machine learning task, used 
accuracy and error metrics and software packages used for modeling. For the num-
ber of data source used, the results revealed that 81.2% of documents reviewed used 
single sources and Autoregressive integrated moving average (ARIMA) was the highest 
implemented regression model (60.9%), the probability model that was mostly imple-
mented was the Bayesian network. Furthermore, the study revealed that, root-mean-
square error (RMSE) accounted 35% was the most used error metric among household 
appliance abnormal behaviors, followed by mean absolute percentage error MAPE 
which accounted 32%. The study further revealed that 46% of appliance abnormal 
detections was based on weather parameters, and historical energy consumption. 
Finally, we recap the challenges and limitations for further research in electrical appli-
ance anomaly detections locally and globally.
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Introduction
The cost of living is at its highest level in a decade particularly in Ghana, with house-
hold energy bills being the largest expense. In the year 2015–2017, the economy 
activities of Ghana became blank due to its energy crisis, this explains the pivotal role 
energy plays in the economic growth of any country. Every activity in this modern 
era depends on electricity particularly for any country that target development based 
on industrializations. Ghana envisages one-district-one factory which was crafted to 
industrialize the country but it could not be realized due to its insufficient electricity 
supply.

The reasons attributed to its shortfall of energy supply was outdated and unstand-
ardized electrical appliance popularly called “second-hands”, energy wastage by the 
consumer, unstable rainfall patterns, energy theft, and distribution and transmission 
losses which cause the government of Ghana selling its premier electricity distribu-
tion company- Electricity Company of Ghana (ECG).

Using energy efficient appliance will not only ensure that the hard-burden utility 
bills are soften but will also contribute to proper energy usage.

Undoubtedly, these reasons necessitate energy efficiency which has been gaining 
grounds across the globe.

In fact, energy efficiency can enhance the manner of buildings consume power in 
order to diminish detrimental effects on society, economy, and global environment 
[22]. Energy efficiency raises a serious concern as to how household appliances con-
sume energy in building and their operational mode.

Appliance anomaly have a significant impact on energy efficiency, for this rea-
son, end-users must use energy efficient and reliable electrical appliance that can 
mitigate the high end-user tariffs without sacrificing their living comforts and also 
timely detection of malfunctioning household appliance will go a long way to improve 
energy efficiency [4].

The contribution of knowledge from this research is stated as follows:

1. A detailed analysis on past primary studies on appliance anomalies detection tech-
niques based on methods, detection level of the model, the computing resource the 
model is implemented on and the results obtained

2. A summary of the implemented algorithms, its classifications, identifying the 
strength and weakness of the algorithm, their detection accuracy, precision, recall 
values and the f-score values

3. Perform a quality assessment on past primary studies on appliance anomalies detec-
tion techniques

4. We present findings from the articles reviewed to serve as a guide in future research
5. Identify the challenges and the limitations of appliance anomalies detection schemes 

and the commercialization in the market industry
6. First reviewed article on household appliance anomalies detection techniques.
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Methodology
The current study presents a systematic review of literature relating to the techniques 
deployed in appliance anomalies detections and knowledge extractions.

Data collection

A total of hundred and twenty (120) research works published in conferences, maga-
zines and journals relating to the current studies were downloaded from the inter-
net using keywords: machine learning, anomalies detection techniques, knowledge 
extraction, household electrical appliance and their computations while a total of ten 
(10) documents were sourced from other sources.

Study framework

According to David Moher, a systematic review should be built on protocol that 
defines the rationale, hypothesis and planned methods of the review but unfortu-
nately, only few systematic reviews study reports on their study frameworks [23].

The “PRISMA” (Preferred Reporting Items for Systematic Review and Meta-
Analysis) model was adopted in this current study; a well-structured detail system-
atic reviews that facilitate the understanding and evaluations of the methods being 
adopted by researchers. It outlines the total number of research identified, the 
inclusion and exclusion criteria, and the reasons for the inclusion and exclusion. 
The PRISMA model consists of five phases; phase 1: developing competency ques-
tion, research scope, and “inclusion and exclusion” criteria. Phase 2: identification of 
potential areas with keywords in the literature. Phase 3: determination of articles rel-
evance if the abstracts meet the inclusion and exclusion criteria. Phase 4: mapping of 
keywords for characterization of papers. Phase 5: the meta-analysis of studies in the 
review.

Our literature search online retrieved one hundred and twenty (120) and ten (10) 
from other sources, full text exclusion was performed and eighteen (18) duplicates 
were removed and additional twenty (20) articles were removed after further exclu-
sion criteria were applied leaving the primary studies refined lists to be ninety- two 
(92). The digital libraries used include the following: springer open, IEEE, science-
direct, research gate, and web of science. Figure 1 outlines the systematic processes 
followed.

Results and discussion
This section discusses the household appliance consumption pattern, the appliance 
classification and the anomaly detection techniques (methods) that have been imple-
mented from the articles reviewed.

Overview of appliance anomaly detection techniques:

Household electrical appliance anomaly detections can be grouped into three (3) 
techniques, namely: machine learning-based techniques, statistical-based techniques 
and physical-based approach techniques as illustrated in Fig. 2
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Supervised detection models

For a supervised detection model, the machine learning classifiers (binary or multi-
class) are trained using annotated dataset where both appliance normal and abnormal 
consumptions are labeled. In academic research framework, the supervised models 
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model training

model 
learning

tes�ng

Fig. 3 Supervised learning adopted steps
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achieve higher accuracy in obtaining results but its implementation in the real world 
is limited as compared to unsupervised models as argued by [6, 7, 10] in their studies. 
Figure 4, indicates the flow chart of the supervised anomaly detection scheme.

Supervised anomaly detection processes

The consumption footprint of various appliances is collected, cleaned and pre-processed 
to remove and replace inconsistent records. As indicated in Fig. 3, important features 
are extracted using example time-series, graphed or density based. The power samples 
are labeled normal or abnormal for training data. The algorithm is chosen and the data 
are fitted into the model and validated. The fitted model is fine-tuned until satisfied for 
anomalous consumption detection for testing (Fig. 4).

Studies in [18] used KNN to detect appliance abnormal power consumptions, while 
studies in [11] have employed SVM to detect abnormalities in energy thefts. Fur-
ther studies in [19] have used decision tree to learn energy consumption anomalies in 
appliance functions. Various regressions models have been introduced in studies [21] 
including support vector regressions (SVR), linear regressions, auto-regression, regres-
sion tress, and regression fitting to identify household appliance power consumptions 
anomalies.

Linear-based regression approach have been adopted in [30] studies to determine 
anomalous periods for individual homes to clear them and provide a precise energy con-
sumptions pattern for the home.

Studies in [35, 36] have merged autoencoder and long-short term (LSTM) memory 
neural networks to detect abnormalities in unbalance power consumption dataset and 
achieved a satisfactory result.

However, convolutional neural networks (CNN) have proven to be more effective with 
superior performance in applications as compared to artificial neural networks in time 
series data. In [5 ,17], multi-scale convolutional recurrent encoder-decoder (MSCRED) 
has been used to detect abnormalities in analyzing multivariate time series observations. 
Whereas studies in [28] have employed generative adversarial networks (GAN) to deal 
with unbalances in anomaly detection datasets. They have demonstrated how GAN can 
be used to model high dimensional data of different categories including, images, time-
series and cyber security.

Unsupervised detection models‑ one class learning:

It is built by grouping initial consumptions to normal or abnormal and then design a 
classification algorithm based on the grouping with the abnormality pattern either being 
poorly sampled or unclear. One-class learning presents a harder challenge to solve as 
compared to the conventional classifications [14, 27]. Studies in [3, 10] have employed 
kernel-based one-class neural networks to detect power consumption abnormalities 
with the aid of deep learning in representations of power signals.

Unsupervised detection models‑ dimensionality reduction algorithms

This approach can be used for classifications in another aspect of machine learn-
ing applications because of its low computational cost in removing irrelevant power 
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consumption patterns example includes principal component analysis (PCA) in [24], lin-
ear discriminant analysis (LDA) in [36] and quadratic discriminant analysis (QDA) in [1, 
8].

Semi‑supervised Detection Techniques:

This is a hybrid method of machine learning where the normal power consumption of 
the household appliance is annotated which is widely adopted in many research frame-
works [2]. In [16] deep auto-encoder is used to learn normal power consumptions in 
the absence of anomalous patterns. When adequate training consumptions observations 
are made from the normal patterns, the auto-encoder can generate low errors from the 
normal observations over the abnormal patterns. In [33] deep auto-encoder (DAE) is 
combined with k-nearest neighbors Graphs (KNNG) build a semi-supervised anomaly 
detection machine learning model.

Distributive analysis of data
A descriptive analysis of the current study outcome is presented in this section with its 
associated charts and tables.

Literature distribution

Table  1 shows the survey of works carried-out and categorized based on the tech-
niques implemented: machine learning techniques, statistical techniques and combined 
analysis.

It is evident that machine learning techniques achieve detection accuracy of an aver-
age of 91.34%, statistical technique achieves detection accuracy of 93.68% and the com-
bined method attain the highest scores of 97.85% this was analyzed using the “SPSS” 
(statistical package for the social sciences) tool.

Techniques performance evaluations

Authors evaluated their implemented techniques to assess its performance. Different 
error metrics have been implemented by researchers but this current study focused 
mainly on the most implemented metrics; these include RMSE “(Root Mean Square 
Error)”, MAE “(Mean Absolute Error)”, MAPE “( Mean Absolute Percentage Error)”, and 
MSE “( Mean Square Error).” The root mean square error (RMSE) was the most imple-
mented representing 35% while MAPE = 32%, MAE = 18% and MSE = 15%. The lower 
or smaller the value of the RMSE, MSE the better the detection accuracy since it is the 
measure of the error in the model [20].

Table 1 Categorization of implemented techniques

Categorization type No of papers Percentages (%) Detection 
accuracy 
(Avg.) (%)

Machine learning 53 58 91.34

Statistical 21 23 93.68

Hybrids (combined 18 19 97.85

Total 92 100 100
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Table 2 Algorithms grouping

Neural networks No. of papers Implementations 
(%)

Traditional 
classification

No. of papers Implementations 
(%)

Convolutional 
neural networks 
(CNN)

23 25 Support vector 
machine (SVM)

37 40.2

Deep autoen-
coder (DAE)

16 17.4 k-nearest neigh-
bors (KNN)

42 45.7

Deep belief 
network (DBN)

12 13.1 Logistic regres-
sion

13 14.1

Generative adver-
sarial networks 
(GAN)

3 3.3

Recurrent neural 
network (RNN)

16 17.4

Multi-layer per-
ceptron (MLP)

14 15

Radial basis 
functional neural 
network (RBFNN)

8 8.7

Total 92 99.9 100

Regression No. of papers Implementations 
(%)

Probabilistic 
model

No. of papers Implementations 
(%)

Support vector 
regression (SVR)

27 29.3 Naïve bayes 38 41.3

Autoregres-
sive integrated 
moving average 
(ARIMA)

56 60.9 Bayesian net-
works

54 58.7

Autoregression 9 9.8

Hybrids No. of papers Implementations 
(%)

Clustering No. of papers Implementations 
(%)

Semi-Support 
vector machine 
(semi-SVM)

13 14.13 K-means 69 75

Deep autoen-
coder-k neural 
networks graph 
(DAE-KNNG)

8 8.70 C-means 11 11.96

Mutual k-nearest 
neighbors (MNN)

3 3.26

Entropy-based 9 9.78

One‑class 
learning

No. of papers Level of 
implementations 
(%)

Dimensionality 
reduction

No. of papers Level of 
implementations 
(%)

One-class 
random forest 
(OCRF)

4 4.34 Principal com-
ponent analysis 
(PCA)

17 18.48

One-class 
support vector 
machine (OCSVM)

3 3.26 Linear discrimi-
nant analysis 
(LDA)

11 11.96

One-class neural 
network (OCNN)

2 5.43 Quadratic discri-
minant analysis 
(QDA)

9 9.78

Multiple discri-
minant analysis 
(MDA)

7 7.61
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Implemented algorithms distribution

From the 92 ([1–10], [11–20]) articles reviewed we quantified the algorithms imple-
mented in the various articles as illustrated in Table 2, even though some researchers 
used multiple combinations of the algorithms. Identifying the algorithms and how it is 
implemented, will help in assessing its strength and weaknesses and the overall accuracy 
level of their model. The ANN model that was mostly used is the CNN representing 25% 
followed by the deep autoencoder (DAE) and recurrent neural networks (RNN) repre-
senting 17.4%. the traditional classification algorithm that was mostly implemented was 
the K- nearest neighbors (KNN) representing 45.7% and Autoregressive integrated mov-
ing average (ARIMA) was the highest implemented regression model scoring 60.9%, the 
probability model that was mostly implemented was the Bayesian network scoring 58.7% 
and semi-SVM was the most implemented hybrid method scoring 14.13% and the clus-
tering algorithms that attained the most score was the k-means clustering representing 
75%.

The dimensional reduction algorithm most implemented was the principal component 
analysis (PCA) representing 18.48% and one-class learning algorithm was the one-class 
convolutional neural network (OCCNN) attaining a higher score of 9.78% as illustrated 
in Table 2. The detail of the implemented algorithms with their categorization is visual-
ized in Figs. 5 and 6 indicates implemented machine learning techniques.

Categorization of literature

A lot of factors were considered in categorizing the studied literature such as; appli-
ance type used in the studies, the input parameters, the algorithm type, the algorithms 

Table 2 (continued)
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detection level (where the algorithms is implemented), the computing platform the 
algorithm is implemented and the final output of the model [9, 15, 32, 26, 31, 34]. This 
is simplified in Table 3 as illustrated.

In category 1 (CAT 1), 38 research articles reviewed representing 41. 30% used a 
supervised machine learning technique in their implementations achieving an aver-
age detection of appliance anomalies of 87.62% as a cumulative measure with major-
ity using the edge computing resource at appliance or aggregated detection level. The 
household appliance considered in this category includes Television, Fridges, Freez-
ers, Dishwashers, Air-conditioners and Microwave and the input parameters were; 
Operational mode, Time and usage frequency of the appliance. In CAT 2, 42 reviewed 
articles representing 45.65% used supervised model achieving average accuracy rate 
of detection 88.23% using the edge computing resource platform at appliance or 
aggregated level of detection. Their model was based on historical consumption and 
weather parameters as their input data and the household appliance studied includes 
the following: Fridge, Air-conditioners, Lighting, Microwave, Heaters, Irons, Blend-
ers, Laptops, Speakers and Fans.

In CAT 3, nine (9) reviewed articles representing 9.78% of the 92 articles used 
supervised machine learning achieving an average detection rate of 78.42% imple-
mented at an aggregated level. Out of the 9 articles, 3 used the edge computing plat-
forms in their implementations, 2 researchers used the hybrid computing resource 
and 4 articles reviewed did not specified their computing resource the model was 
implemented on. The 9 articles used parameters such as Operational time, Opera-
tional mode, Appliance model, Occupancy and Power ratings and their studied house-
hold appliances include the following: Dishwashers, Air-conditioners and freezers.

In CAT4, 3 articles reviewed used a supervised machine learning model, one article 
implemented their model on an edge resource platform at appliance level, whiles one 

supervised
47%

unsupervised
30%

semi-supervised
23%

implemented machine learning techniques

supervised unsupervised semi-supervised

Fig. 6 Implemented machine learning techniques categorization
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implemented their model on a hybrid computing platform at an aggregated level and 
the third article did not specified their computing resource their model was imple-
mented on but the detection occurred at spatio- temporal level, the 3 articles achieved 
an average detection rate of 79.57% using input parameters such as Input voltages, 
Input current, and Power rating and their studied appliance includes the following: 
Fridges, Air-conditioners, Laptops, Blenders, Speakers, Fans, Oven, and television.

The most used machine learning detection technique is the supervised model, this 
is due to the type of input parameters used. The edge and the aggregated computing 
resources were the most used computing platforms.

The most used feature extraction tool is the distanced-based, follow by a time-series 
analysis. This can be attributed to the type of input data and in this case, appliance func-
tions dataset is time and distance attributes. The nature of data extraction tool used by 
the 92 reviewed articles is cumulatively analyzed as illustrated in Fig. 7.

Top ten articles

From the 92 articles reviewed, “(Wu et Pend, 2017) model" achieves the highest scores 
in accuracy, precision, f-score and recall values. The dataset was the largest (17,200) 
and the model was implemented at appliance level but they however used a private data 
source which is difficult to verify. The details of the top ten (Wu et al.. 2019, Chen et al.. 
2021, Wang et al.. 2017 Rosni et al.. 2010, Zuffrey et al.. 2011, Albert et al.. 2012, Michael 
et al.. 2012, Wan et al.. 2018, Hassan et al.. 2015, Yang et al.. 2019) best performing mod-
els based on their evaluation metrics are illustrated in Table 4. The algorithm strength of 
the implemented models can be very difficult to be compared with other model because 
of the type and source of the dataset and the detection level of the models. Private data 
source has difficulties in assessing them for verifications and some of the public datasets 
are constantly being updated or modified from time to time.
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Table 4 Top studies analysis

Primary study Year Data size Data source Detection level Performance (%) Remarks

Wu et al. 2019 17,200 Privates Appliance level Accuracy: 99.31
Precision: 99.8
f-score:98.97
Recall: 97.21

Positive: the author 
used four perfor-
mances metrics to 
evaluate their model
they achieve the 
highest score in their 
performance index. 
This can attributed to 
their large data size

Negative: Their 
results cannot be 
verified because they 
used a private data 
source. Private data 
source is a restricted 
access

Chen et al. 2021 15,132 Private Aggregated level Accuracy: 98.72 The author achieves 
a significant accuracy 
a lower or smaller 
MAPE and RMSE val-
ues is an indication of 
a good performance 
model

f-score: 98.57

MAPE: 3.87

RMSE:5.32

Wang et al. 2017 11,200 Privates Aggregated level Accuracy: 98.51 Higher scores in 
accuracy, precision 
and f-scores value 
and detection rate

Precision:98.23

F-score: 97.85

Detection 
rate:97.60

Recall: 96.87

Rosni et al. 2010 10,300 Public Appliance level Accuracy: 97.65 Appliance anoma-
lous behaviors were 
detected this was 
measured with a 
higher accuracy and 
f-score with a lower 
RMSE and MAPE

f-score: 96.23

RMSE: 4.56

MAPE: 6.71

Zuffrey et al. 2011 10,230 Private Aggregated level Detection 
rates:96.79

Higher scores in 
detection rate, recall 
values with higher 
precision and f-score 
values

Recall value: 96.35

Precision: 97.23

f-scores: 95.98

Albert et al. 2012 9700 Public Aggregated level F-score:95.67 The authors achieves 
a smaller MAPE and 
RMSE values with a 
higher detection rate

Detection 
rate:96.67

MAPE: 8.67

RMSE: 5.55

Michael et al. 2012 9450 Private Aggregated level Accuracy rates: 
97.57

This research attains 
a higher accuracy 
rate and precision, 
a higher f-score and 
recall value

Precision: 96.87

f-score: 95.65

Recall: 95.97

Wan et al. 2018 220 Private Aggregated level Accuracy: 97.23 The authors achieve 
a higher value of 
accuracy and detec-
tion rate of their 
model but with a 
lower data size

Detection 
rate:95.65

f-score: 95.34
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Table 4 (continued)

Primary study Year Data size Data source Detection level Performance (%) Remarks

Hassan et al. 2015 385 Public Aggregated level Accuracy: 96.87 A lower score in 
RMSE and MAPE 
which is an indication 
of good performance 
model

f-score:91.09

RMSE: 9.53

MAPE:11.01

Yang et al. 2019 289 Public Aggregated level Accuracy:89.78 The authors achieve 
a good performance 
model based on 
their performance 
metrics. However, the 
data size is small and 
that contribute to its 
good performance

Detection 
rate:85.12

Precision:94.58

f-score:88.07

Recall:91.43

Primary study Techniques used Technique 
advantage

Major limitation Results obtained

Wu et al. Mutual K-Nearest 
Neighbor (MNN) And 
K-Means clustering

Annotated data are 
not required

ONLY appliance 
excessive consump-
tions are detected

Appliance anomalous 
behaviors are detected 
in their consumption 
patterns

Chen et al. Convolutional neural 
network (CNN)

This techniques 
detects abnormal 
power usage in a 
higher accuracy

The techniques has a 
high computational 
cost
It lacks annotated 
data

The techniques was 
able to detect high 
consumption by the 
appliance

Wang et al. CNN AND and Ran-
dom Forest (RF)

The techniques 
achieves high 
anomaly detection 
performance

The technique has 
high computational 
cost

It was able to analyze 
energy consumption 
data

Gonzalez et al. ANNs and ARIMA It Predicts appliance 
energy usage And 
detects anomalies 
with high accuracy

The techniques have 
high training cost

Appliance excessive 
consumptions are 
detected

Albert et al. SVM, Deep neural 
network (DNN) Local 
outlier factor (LOF), 
KNN

The technique 
was able to detect 
different appliance 
anomalies

It lacks annotated 
data

Anomalies was 
detected with high 
performance

Michael et al. Gaussian distribution The techniques has a 
low training cost

There is lack of anno-
tated data

The techniques was 
able to detect excessive 
consumption of the 
appliance

Wan et al. Gradient Boosting 
Machine (GBM)

The technique was 
able to Predict power 
usage and Detect 
appliance anomalies

The techniques has a 
low interpretability

The anomalies that are 
detected are suspicious 
ones and may be the 
actual if Cross validated

Zuffrey et al. Deep autoencoder 
(DAE)

The technique is able 
to predict Appliance 
energy usage and 
detect Anomalies

The techniques has a 
high computational 
cost

The techniques was 
able to detect anoma-
lies with high accuracy

Yang et al. SEMI-SVM The technique was 
able to predict Appli-
ance energy usage 
and detect Anomalies

The technique has a 
weak interpretability

The technique was able 
to detect anomalies but 
based suspicion level

Hassan et al. Convolutional neural 
network (CNN)

The technique was 
able to detect appli-
ance anomalies with 
privacy preservation

The technique has a 
weak interpretability

Appliance anomalies 
was detected with high 
accuracy
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Article studies origins

Table 5 shows the origin of articles, the origin of articles was critically asssesed to help 
examine the impact of weather parameters on appliance malfuctioning since each con-
tinent experiences different weather conditions, also to asses the impact of size of occu-
pancy on appliance functioning and also the effect of usage patterns (lifestlye impact) 
on the appliance functioning. Africa and Asia usually have a larger family size [12] as 
compared to the other continent for these reasons, it is important to examine the origin 
of articles and from Table 5.

Articles quality assessment report

We perform a quality assessment on each study to determine the validity of the research 
carried-out. Selected attributes and clear procedures were used in the quality assess-
ment as illustrated in Table 6.

All the 92 reviewed articles have a clear studies objective and 79% of the total actu-
ally used a sufficient data size. A clear data collection procedure was followed in their 
data collections and 89% provided a clear stated detail about their experiment but 
a large number of 85% fails to provide a limitation in their research and the chal-
lenges they encountered in the processes of building and implementing their models. 

Table 5 Studies origin

Origin Number of papers Representation 
(%)

Africa 7 7.61

Asia 37 40.22

USA 18 19.57

Europe 5 5.43

Austria 11 11.96

Unspecified 14 15.21

Total 92

Table 6 Quality assessment

Attributes Yes (No.) Yes (%) No (No) No (%) Partly (No) Partly (%)

Clear objective of studies 92 100 00 00 00 00

Sufficiency of data size 79 85.87 4 4.35 7 7.61

Clear data collection procedures 85 92.40 2 2.17 5 5.43

Provision of experiment details 89 96.74 00 00 3

Provision of threat to validity 00 00 91 98.91 1 1.10

Provision of study limitations 6 6.52 85 92.40 1 1.10

Provision of clear learning defined techniques 87 94.57 00 0 5 5.34

Studies provision of clearly defined perfor-
mance parameters

83 90.22 3 3.26 6 6.52

Provision of clearly stated results 88 95.65 00 00 4 4.35

Provision of comparisons of techniques 78 84.78 7 7.61 7 7.61

Addition of value to existing knowledge 82 89.13 00 00 10 0.87

Studies provision of tools or online source 
code

4 4.35 86 93.48 2 2.17
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About 99% of the research articles fail to perform validity test to assess the threats 
their model validity but however, 83% of the studies provided a clearly defined perfor-
mance parameter. A significant number of 88% achieved and stated a clear finding in 
their research. This knowledge is useful in future research.

Market deployment and difficulties of anomaly detection techniques

We try to examine and assess how the appliance anomaly detection techniques could 
be deployed in the current global markets and perhaps assessed the difficulties associ-
ated with the implementations. The electronics, electrical and in general the digital 
market is growing at a robust rate and anomaly detections will play an integral part 
in its growth [13, 29]. Active utilities and energy companies’ providers are not left out 
in providing appliance anomaly detections and energy monitoring solutions. Previ-
ous methods of detecting appliance malfunctioning were based on data provided by 
electricity consumption meters. However, the consumptions meters lack or do not 
provide vital information for details analysis of appliance malfunctioning, Table  7 
summarizes the techniques that have been developed and implemented at various 
level in the market. Their models detect the appliance anomalies in real time or near 
real time, the frequency of detections, the solutions and the environment the detects 
can be implemented.

Inspite of their solutions, the implementations come with some difficulties as 
summarized:

1. High implementation cost.
2. Anomalies detections techniques scalability, speed and privacy preservations
3. Research consensus on implemented algorithms
4. Industrial commercialization difficulties due to the requirement high computing 

resource example cloud computing resources of the techniques

Table 7 Anomaly detection solution for households

Product Manufacturer Implementation type Solution Implementation 
environment

InBetween Ecoisme Model is connected to 
local wi-fi

It provides appliance 
consumption statistics 
through mobile apps

Household

Informetis Informetis The model uses IoT and 
data mining technologies

It provides near real time 
energy monitoring

Household

Neurio Neurio Appliance consuming 
more than 400w

Real time appliance 
anomaly detection and 
notifications

Household

WiBee Home Wibeee It combines appliance rec-
ommended energy savings 
and cloud computing

Appliance real time con-
sumptions visualizations 
and anomaly detections

Household

HOMEpulse HOMEpulse It provides appliance 
real time energy disag-
gregation and anomaly 
detection

It provides solution with 
1–10 s of sampling rate

Household

HiveSTARTER Pack AlertME It controls appliance using 
a mobile app

It monitors electricity at 
the household level

Household
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Appliance anomaly detection challenges and limitations

There are challenges and limitations in implementing household appliance anomalies 
detection techniques. From the articles reviewed, we identified and summarizes those 
challenges and limitations as:

1. Dataset class imbalance: the class imbalance of the dataset affects the overall perfor-
mance of the algorithms and to solve this challenge, data pre-processing is required 
example includes but not limited to (1) resampling technique to bridge the minority 
and majority classes (2) generating real time or near real-time appliance energy con-
sumption data.

2. Absence of label dataset: what is normal or abnormal in appliance consumption 
in the dataset is a serious challenge in validating appliance abnormality detection 
schemes and creating a labeled dataset is a challenge and its availability is difficulty.

3. Appliance anomalies detection scheme with its implementations at the appliance 
level is still receiving less attentions.

Conclusion
Household appliances malfunctioning has a serious financial burden on the end-users 
and great threat to energy savings in general and it is these reasons that appliance 
anomalies detection is of great importance. A lot of anomalies detection techniques 
have been proposed by researchers achieving significant results but however their 
implementation in the market remains a serious challenge.

Most of the researchers mainly focus on anomalies detection at the aggregated level 
with little attention at the appliance level.

More research efforts are needed in overcoming the stated challenges and limita-
tions in building a power anomalies detection model that can preserve end-user pri-
vacy since privacy is a primary concern of the end-user. Another concern in future 
research is a detection model that is scalable with high detection speed with accuracy 
and low implementation cost which can be commercialized for easy accessibility by 
all user.
Acknowledgements
We acknowledge all articles being a reference during our review and to God almighty.

Author contributions
A detailed analysis on past primary studies on appliance anomalies detection techniques based on methods, detec-
tion level of the model, the computing resource the model is implemented on and the results obtained (performed 
by SAAR), Questionnaire development, data gathering and survey were carried-out by SAAR, Data preprocessing and 
analysis were performed by AFA, Quantitative and qualitative analyses were performed by AFA, Manuscript development 
was performed by SAAR, AFA revise the manuscript writing, Results analysis and interpretation was supervised by AFA, A 
summary of the implemented algorithms, its classifications, identifying the strength and weakness of the algorithm, their 
detection accuracy, precision, recall values and the f-score values (performed by SAAR), Perform a quality assessment on 
past primary studies on appliance anomalies detection techniques (evaluated by AFA), Identify the challenges and the 
limitations of appliance anomalies detection schemes, and the commercialization in the market industry (performed by 
SAAR), All authors read and accepted the final manuscripts and choice of journal.

Funding
The article has received no funding from any individual or organizations or institutions.

Availability of data and materials
This manuscript is coming to you without an associated data and material.



Page 18 of 19Rauf and Adekoya  Journal of Electrical Systems and Inf Technol           (2023) 10:22 

Declarations

Consent for publication
This article is not under consideration in any journal.

Competing interests
This article has no competing interest and has no association with any institutions or organization it is pure academic 
research knowledge based.

Received: 30 May 2022   Accepted: 12 March 2023

References
 1. Alam MM, Shahjalal M, Rahman MH, Nurcahyanto H, Prihatno AT, Kim Y, Jang YM (2022) An energy and leakage 

current monitoring system for abnormality detection in electrical appliances. Scientific Reports. https:// doi. org/ 
10. 1038/ s41598- 022- 22508-2

 2. Antonopoulos I, Robu V, Couraud B, Kirli D, Norbu S, Kiprakis A, Flynn D, Elizondo-Gonzalez S, Wattam S (2020) 
Artificial intelligence and machine learning approaches to energy demand-side response: a systematic review. 
Renew Sustain Energy Rev 130(April):109899. https:// doi. org/ 10. 1016/j. rser. 2020. 109899

 3. Batih H, Sorapipatana C (2017) Households’ electricity consumption for lighting in Indonesia and its saving 
potentials. Songklanakarin J Sci Technol 39(4):523–529

 4. Bressanelli G, Saccani N, Perona M, Baccanelli I (2020) Towards circular economy in the household appliance 
industry: an overview of cases. Resources 9(11):1–23. https:// doi. org/ 10. 3390/ resou rces9 110128

 5. Chatterjee A, Ahmed BS (2022) IoT anomaly detection methods and applications: a survey. Internet of Things 
(Netherlands) 19(26):100568. https:// doi. org/ 10. 1016/j. iot. 2022. 100568

 6. Chou J, Telaga AS (2014) Real-time detection of anomalous power consumption. Renew Sustain Energy Rev 
33:400–411. https:// doi. org/ 10. 1016/j. rser. 2014. 01. 088

 7. Cui W, Wang H (2017) Anomaly detection and visualization of school electricity consumption data. pp 606–611
 8. Cunado JR, Linsangan NB (2019) A supervised learning approach to appliance classification based on power 

consumption traces analysis. IOP Conf Series: Mater Sci Eng. https:// doi. org/ 10. 1088/ 1757- 899X/ 517/1/ 012011
 9. Egarter D, Elmenreich W (2013) EvoNILM - Evolutionary appliance detection for miscellaneous household appli-

ances. In: GECCO 2013 - Proceedings of the 2013 genetic and evolutionary computation conference compan-
ion, pp 1537–1544. https:// doi. org/ 10. 1145/ 24645 76. 24827 33

 10. Fu C, Zeng Q, Du X (2021) HAWatcher: semantics-aware anomaly detection for appified smart homes. In: Pro-
ceedings of the 30th USENIX Security Symposium, pp 4223–4240

 11. Fumo N, Biswas MAR (2015) Regression analysis for prediction of residential energy consumption. Renew Sus-
tain Energy Rev 47:332–343. https:// doi. org/ 10. 1016/j. rser. 2015. 03. 035

 12. Gaigbe-Togbe V, Bassarsky L, Gu D, Spoorenberg T, Zeifman L (2022) World population prospects
 13. Gonzalez D, Patricio MA, Berlanga A, Molina JM (2022) Variational autoencoders for anomaly detection in the 

behaviour of the elderly using electricity consumption data. Expert Syst 39(4):1–12. https:// doi. org/ 10. 1111/ 
exsy. 12744

 14. Haroon Rashid, Pushpendra Singh, Vladimir Stankovic, Lina Stankovic, Can non-intrusive load monitoring be used 
for identifying an appliance’s anomalous behaviour?, Applied Energy, 2019, 238:796-805, ISSN 0306-2619, https:// 
doi. org/ 10. 1016/j. apene rgy. 2019. 01. 061.

 15. Hosseini SS, Member S, Agbossou K, Member S (2020) A practical approach to residential appliances on-line 
anomaly detection: a case study of standard and smart refrigerators. IEEE Access 8:57905–57922

 16. Hurtig D, Olsson C (2019). An approach to evaluate machine learning algorithms for appliance classification real 
time. Spring. National Category Engineering and Technology. Corpus ID: 204809932 URN: urn: nbn: se: mau: diva- 
20217. Local ID: 29181OAI: oai:DiVA.org:mau-20217DiVA, id: diva2:1480087

 17. Kavulya G, Becerik-Gerber B (2012) Understanding the influence of occupant behavior on energy consumption pat-
terns in commercial buildings. Congress on computing in civil engineering, Proceedings, June 2016, pp 569–576. 
https:// doi. org/ 10. 1061/ 97807 84412 343. 0072

 18. Kote V (2019) Unsupervised-learning assisted artificial neural network for optimization. https:// doi. org/ 10. 25777/ 
khdw- 4a23

 19. Letschert V, Gerke B, Mcneil M, Tu T, Dean B, Sartono E, Rajasa J, Gallinat C (2015) Baseline evaluation and policy 
implications for air conditioners in Indonesia, pp 1–15

 20. Lezhniuk P, Bevz S, Piskliarova A (2008) Evaluation and forecast of electric energy losses in distribution networks 
applying fuzzy-logic. 21021. 2008 IEEE Power and Energy Society General Meeting - Conversion and Delivery of 
Electrical Energy in the 21st Century. Date of Conference: 20–24 July 2008, IEEE, Pittsburgh, PA, USA

 21. Mcarthur SDJ, Booth CD, Mcdonald JR (2005) An agent-based anomaly detection architecture for condition moni-
toring. IEEE Trans Power Sys 20(4):1675–1682. https:// doi. org/ 10. 1109/ TPWRS. 2005. 857262

 22. Mcneil MA, Karali N, Letschert V (2019) Energy for sustainable development forecasting Indonesia’s electricity load 
through 2030 and peak demand reductions from appliance and lighting efficiency. Energy Sustain Dev 49:65–77. 
https:// doi. org/ 10. 1016/j. esd. 2019. 01. 001

 23. Moher D, Liberati A, Tetzlaff J, Altman DG (2009) Preferred reporting items for systematic reviews and meta-analyses: 
the PRISMA statement. J Clin Epidemiol 62(10):1006–1012. https:// doi. org/ 10. 1016/j. jclin epi. 2009. 06. 005

 24. Pazi S, Clohessy CM, Sharp GD (2020) A framework to select a classification algorithm in electricity fraud detection. 
South Afr J Sci. 116(9):1–7. https:// doi. org/ 10. 17159/ sajs. 2020/ 8189

https://doi.org/10.1038/s41598-022-22508-2
https://doi.org/10.1038/s41598-022-22508-2
https://doi.org/10.1016/j.rser.2020.109899
https://doi.org/10.3390/resources9110128
https://doi.org/10.1016/j.iot.2022.100568
https://doi.org/10.1016/j.rser.2014.01.088
https://doi.org/10.1088/1757-899X/517/1/012011
https://doi.org/10.1145/2464576.2482733
https://doi.org/10.1016/j.rser.2015.03.035
https://doi.org/10.1111/exsy.12744
https://doi.org/10.1111/exsy.12744
https://doi.org/10.1016/j.apenergy.2019.01.061
https://doi.org/10.1016/j.apenergy.2019.01.061
https:// urn:nbn:se:mau:diva-20217
https:// urn:nbn:se:mau:diva-20217
https://doi.org/10.1061/9780784412343.0072
https://doi.org/10.25777/khdw-4a23
https://doi.org/10.25777/khdw-4a23
https://doi.org/10.1109/TPWRS.2005.857262
https://doi.org/10.1016/j.esd.2019.01.001
https://doi.org/10.1016/j.jclinepi.2009.06.005
https://doi.org/10.17159/sajs.2020/8189


Page 19 of 19Rauf and Adekoya  Journal of Electrical Systems and Inf Technol           (2023) 10:22  

 25. Singh P (n.d.) Evaluation of non-intrusive load monitoring algorithms for appliance-level anomaly detection, Haroon 
Rashid vladimir Stankovic Lina Stankovic Dept. Electronic & Electrical Engineering, University of strathclyde IIIT Delhi. 
ICASSP 2019 - 2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Date of 
Conference: 12–17 May 2019, IEEE, Brighton, UK. https:// doi. org/ 10. 1109/ ICASSP. 2019. 86837 92

 26. Walia A, Tathagat T, Dhingra N, Varma P (2020) A Residential End Use Energy Consumption and Appliance Owner-
ship Patterns in India. September, 1–12. https:// stora ge. googl eapis. com/ clasp- sitea ttach ments/ Resid ential- end- use- 
energy- consu mption. pdf

 27. White J, Legg P (2021) unsupervised one-class learning for anomaly detection on home IoT network devices. 
In: 2021 International conference on cyber situational awareness, data analytics and assessment, CyberSA 2021. 
https:// doi. org/ 10. 1109/ Cyber SA520 16. 2021. 94782 48

 28. Windmark M, Windmark M (2017) Evaluating anomaly detection algorithms in power consumption data
 29. Wu W, Peng M (2017) A data mining approach combining k-means clustering with bagging neural network for 

short-term wind power forecasting. IEEE Internet Things J 4662(c):1–8. https:// doi. org/ 10. 1109/ JIOT. 2017. 26775 78
 30. Yoshida A, Manomivibool P, Tasaki T, Unroj P (2020) Qualitative study on electricity consumption of urban and rural 

households in Chiang Rai, Thailand, with a focus on ownership and use of air conditioners. Sustainability. https:// doi. 
org/ 10. 3390/ su121 45796

 31. Zangrando N, Fraternali P, Petri M, Oreste N, Vago P, Luis S, González H (2022) Anomaly detection in quasi - periodic 
energy consumption data series: a comparison of algorithms. Energy Inform 5(4):1–25. https:// doi. org/ 10. 1186/ 
s42162- 022- 00230-7

 32. Zangrando N, Herrera GS, Koukaras P, et al. (n.d) Anomaly detection in small-scale industrial and household appli-
ances. In: Artificial Intelligence Applications and Innovations. AIAI 2022 IFIP WG 12.5 International Workshops, pp 
229–240. https:// doi. org/ 10. 1007/ 978-3- 031- 08341-9_ 19

 33. Zha D, Yang G, Wang W, Wang Q, Zhou D (2020) Appliance energy labels and consumer heterogeneity: a latent class 
approach based on a discrete choice experiment in China. Energy Econ 90:104839. https:// doi. org/ 10. 1016/j. eneco. 
2020. 104839

 34. Zhang J, Zhang H, Ding S, Zhang X (2021) Power consumption predicting and anomaly detection based on trans-
former and K-means. Front Energy Res 9(October):1–8. https:// doi. org/ 10. 3389/ fenrg. 2021. 779587

 35. Zufferey D, Gisler C, Omar AK, Hennebert J (2012a) Machine learning approaches for electric appliance classification. 
In: 2012 11th International conference on information science, signal processing and their applications, ISSPA 2012, 
July, pp 740–745. https:// doi. org/ 10. 1109/ ISSPA. 2012. 63106 51

 36. Zufferey D, Gisler C, Omar AK, Hennebert J (2012b). Machine learning approaches for electric appliance classifica-
tion. In: 2012 11th International conference on information science, signal processing and their applications, ISSPA 
2012, August 2014, pp 740–745. https:// doi. org/ 10. 1109/ ISSPA. 2012. 63106 51

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1109/ICASSP.2019.8683792
https://storage.googleapis.com/clasp-siteattachments/Residential-end-use-energy-consumption.pdf
https://storage.googleapis.com/clasp-siteattachments/Residential-end-use-energy-consumption.pdf
https://doi.org/10.1109/CyberSA52016.2021.9478248
https://doi.org/10.1109/JIOT.2017.2677578
https://doi.org/10.3390/su12145796
https://doi.org/10.3390/su12145796
https://doi.org/10.1186/s42162-022-00230-7
https://doi.org/10.1186/s42162-022-00230-7
https://doi.org/10.1007/978-3-031-08341-9_19
https://doi.org/10.1016/j.eneco.2020.104839
https://doi.org/10.1016/j.eneco.2020.104839
https://doi.org/10.3389/fenrg.2021.779587
https://doi.org/10.1109/ISSPA.2012.6310651
https://doi.org/10.1109/ISSPA.2012.6310651

	Systematic literature review of the techniques for household electrical appliance anomaly detections and knowledge extractions
	Abstract 
	Introduction
	Methodology
	Data collection
	Study framework

	Results and discussion
	Overview of appliance anomaly detection techniques:
	Supervised detection models
	Supervised anomaly detection processes

	Unsupervised detection models- one class learning:
	Unsupervised detection models- dimensionality reduction algorithms

	Semi-supervised Detection Techniques:

	Distributive analysis of data
	Literature distribution
	Techniques performance evaluations
	Implemented algorithms distribution
	Categorization of literature
	Top ten articles
	Article studies origins
	Articles quality assessment report
	Market deployment and difficulties of anomaly detection techniques
	Appliance anomaly detection challenges and limitations

	Conclusion
	Acknowledgements
	References


