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Abstract 

The pressures of daily life result in a proliferation of terms such as stress, anxiety, and 
mood swings. These feelings may be developed to depression and more complicated 
mental problems. Unfortunately, the mood and emotional changes are difficult to 
notice and considered a disease that must be treated until late. The late diagno-
sis appears in suicidal intensions and harmful behaviors. In this work, main human 
observable facial behaviors are detected and classified by a model that has developed 
to assess a person’s mental health. Haar feature-based cascade is used to extract the 
features from the detected faces from FER+ dataset. VGG model classifies if the user 
is normal or abnormal. Then in the case of abnormal, the model predicts if he has 
depression, anxiety, or other disorder according to the detected facial expression. The 
required assistance and support can be provided in a timely manner with this predic-
tion. The system has achieved a 95% of overall prediction accuracy.
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Introduction
Mental health is a state of well-being in which a person understands his/her abilities, can 
cope with the everyday stresses of life, work productively, and contribute to the commu-
nity. When the demands on someone exceed their resources and coping abilities, their 
mental health will be negatively affected, including their emotional, psychological, and 
social well-being. In low- and middle-income countries, between 76 and 85% of peo-
ple with mental disorders receive no treatment for their disorder [1]. There are many 
different mental disorders such as depression, mood swings, stress, anxiety, and other 
psychoses. Unfortunately, these disorders are frequently undetected and are responsi-
ble for various morbidities, either directly or indirectly [2]. Recent studies have given 
the required attention to monitor a person’s mental health using machine learning and 
artificial intelligence techniques. The unconsciously transmitted behavioral symptoms 
expressed by head-pose, eye-gaze direction, and facial expressions were used to model 
structures that could predict mental health conditions [3].
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Related work
Most of vision-based approaches for mental health automatic prediction like depres-
sion and anxiety relied on models that used behavioral features usually extracted 
from faces only and did not take personality into account. The latest developments in 
machine learning field encouraged its use in automatic facial expressions analysis for 
mental disorders detection.

Jaiswal et  al. [4] combined the facial behavior and self-reported personality infor-
mation to predict depression and anxiety disorders using deep neural networks 
(DNN). The facial behavior is encoded as a set of behavior primitives, to with facial 
action units (AUs), head-pose, and eye-gaze direction.

Yoon et  al. [5] investigated the recognition accuracy of simple and complex emo-
tions to examine accuracy for depression and anxiety disorders facial expressions 
recognition. With hypotheses of patients with major depressive disorder (MDD) and 
anxiety disorders (AnD) would show lower recognition accuracy for complex emo-
tions, and also patients with MDD would show more difficulties in recognizing pleas-
ant emotions compared to unpleasant emotions.

Giannakakis et  al. [6] developed a framework for detecting and analyzing stress/
anxiety emotional states through video-recorded facial cues. A feature selection pro-
cedure was employed to select the most robust features, followed by classification 
schemes discriminating between stress/anxiety and neutral states.

Venkataraman et  al. [7] extracted the features of depression for different frontal 
faces. Based on the level of depression features, they were classified as depressed or 
non-depressed using the SVM classifier. Then, the level of depression is estimated 
through the level of contempt and disgust.

Khaireddin et  al. [8] achieved an optimized model for facial emotion recognition 
with single-network classification accuracy on FER2013 dataset. He adopted the VGG 
network and constructed various experiments to explore different optimization algo-
rithms and learning rate schedulers.

Dataset
FER+ dataset [9] which was designed to detect depression and anxiety by training 
the dataset (FER+ 2013) is used in the proposed model. The data comprises 38,537 
grayscale images of faces at a resolution of 48 × 48 pixels. The aim is to categorize 
each face into one of seven emotion categories, all labeled, depending on the emotion 
expressed in the facial expression. The FER2013 dataset contains images that vary in 
viewpoint, lighting, and scale. Emotions in the dataset are “angry,” “disgust,” “fear,” 
“happiness,” “sad,” “surprise,” and “neutral” as in Fig.  1. The training set consists of 
32,114 examples. The public test set consists of 6423 examples.

The extended Cohn–Kanade dataset (CK+) [10] that contains the facial behav-
ior of 123 participants was from 18 to 30 years of age. It includes 327 out 593 video 
sequences that match one the seven emotions we interested in as in Fig.  1. Par-
ticipants display different expressions began and ended in a neutral face. Image 
sequences for frontal views and 30° views were digitized with 8-bit grayscale values. 
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Only the final frame of each sequence with peak expression is been used in the exper-
iment, which results in 309 images.

Proposed system
The overall architecture of the proposed model with four main phases is presented in 
Fig. 2.

Frame preprocessing

This phase is used to improve the input image frames by suppressing undesired distor-
tions or enhancing some frame features relevant for further processing and analysis 
tasks. Fourteen frames per second (14/FPS) [11] are considered from an uploaded video 
as the landmark of the user in the video will be more clear and more useful for the pro-
cess of detection. Beginning with grayscale conversions as colored frames not a matter 
in the detection process. Followed by resizing of frame in 48 * 48 and rescaling by nor-
malization algorithms. Finally, representing the behavior attributes by histogram.

Face detection

The main objective of face detection process in grayscale image is to determine whether 
there is any face in an image or not. Haar-cascades algorithm [12] is a machine learning 
method that involves drilling a classifier from a large number of positive and negative 
pictures. It is an object detection algorithm that detects faces in images and real-time 
videos. Haar feature-based cascade is used to extract the features from the detected 
faces. Each feature is a distinct value obtained by subtracting the sum of pixels in the 
white rectangle from the total of pixels in the black rectangle, in which it recognizes 
the faces of various people in various settings. Because of integral pictures, the Haar-
like feature of any size may be determined in constant time. The system automatically 
detects faces using Haar-cascade then segments it and fed it to the model for classifica-
tion and prediction [7].

Fig. 1  Samples of different emotions
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Emotion determination model

This work used a transfer learning model VGG that concatenates the best weights 
with deep learning to enhance the classification of emotions. The proposed model 
utilizes VGG model with a pretrained network with ImageNet without final classi-
fication layer. The transfer learning allows training a given dataset using a pretrained 
CNN model to overcome the difficulty and time consumption problems [13, 14].

The VGG model [15] is a classical convolutional neural network architecture used 
in large-scale image processing and pattern recognition using six convolution layers, 
interleaved with max-pooling, batch normalization, and activation function layers as 
presented in Fig. 3. More specifically, after the input layer, there are two convolution 
layers with 64 kernels of size 3 × 3. The structure repeats but changes in the num-
ber of convolution layers and number of kernels. A Conv 1 × 1 layer with 128 filters 
with padding-zero and stride-one is added to offer feature map pooling. It decreases 
the depth from 256 to 128 feature maps with retaining the most salient features to 
reduce the dimensionality [16]. Then, a flattening layer turns the matrix into one vec-
tor. After all the convolution layers, three dense layers are added, each with 128 hid-
den nodes. Adding these dense layers to the convolutional base, which has its weights 
frozen while additional dense layers are trained. The final dense layer with soft-max of 
7 nodes is to generate the output emotions.

The proposed model compiled with the Adam optimizer [17] is a stochastic gradi-
ent descent method with a learning rate equal 1e−7. The proposed model is fitted 
at epochs where value equals 70, train batch size equals 64, and validate batch size 
equals 64 and avoided the overfitting problem. The best-saved weights were loaded 
after those testing images were loaded. Finally, images were resized to 48 * 48 and fed 
the testing images to the model to classify seven classes of the facial emotions.

Disorder classification and prediction

The final phase in the system architecture where the model firstly classifies if the 
user is normal or abnormal then in the case of abnormal the model predicts if he 
has depression, anxiety, or other disorder according to the facial expression that was 
detected. The CNN algorithm is used to extract emotion from the frame to detect 
emotion with the highest probability to obtain one emotion from seven emotions [18] 
as Disgusted, Fearful, Happy, Neutral, Sad, Surprised, and Angry.

The emotions are classified to two classes: positive and negative [19–21]. Positive 
emotions are considered if the emotion is “Happy” or “Neutral” or “Surprised,” the 
results became that detect Human is Normal. Negative emotions are considered if the 
emotion is “Fearful “or “Disgusted “or “Sad “or “Angry,” the results became that detect 
Human is Abnormal.

Based on the result of classification, the abnormal case could be an indicator for 
three disorders which are “Anxiety,” “Depression,” and “other disorders.” The predic-
tion is an anxiety disorder where the detected emotions are combination of fearful 
and disgusted [22]. Depression disorder is a combination of sad and angry detected 
emotions. Other disorder if there are another combinations [23].
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Discussion and experimental results
This work demonstrates that the highest accuracy is achieved with FRB+ and CK+ 
dataset using VGG model of transfer learning. The dataset is divided into a ratio of 8:2. 
All experiments are implemented using Colab [24] that is provided by Google, the Keras 
framework [25] that can run on top of TensorFlow, and the Python programming lan-
guage. All experiments were conducted on a 12 GB NVIDIA Tesla K80 GPU (Graphical 
Processing Unit) and 12 GB of RAM.

The performance of the proposed model is evaluated by these measures’ precision (1), 
recall (2), F1-score (3), and accuracy (4) in the testing phase equations shown in Tables 1 

Table 1  Performance equations summary

In true positive (TP), the model predicts the positive class correctly. In true negative (TN), the model correctly classifies the 
negative class. In a false positive (FP), the model predicts the positive class incorrectly. In false negative (FN), the model 
predicts the negative class incorrectly

Assessments Equation Equ. No

Precision (P) TP

TP+FP
(1)

Recall (R) TP

TP+FN
(2)

F1-Score (F) 2 *P∗R
P+R

(3)

Accuracy (Acc) TP+TN

TP+TN+FP+FN
(4)

Table 2  Performance measure values

Emotion Precision Recall F1-Score

Angry 0.98 0.94 0.96

Disgust 0.96 0.99 0.97

Fear 0.96 0.89 0.92

Happy 0.94 1.00 0.97

Sad 0.95 0.95 0.95

Surprise 0.94 0.98 0.96

Neutral 0.98 0.88 0.93

Accuracy 0.95

Fig. 4  The accuracy of training and validation
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and 2. Moreover, loss, accuracy, validation loss, and validation accuracy are calculated 
during different epochs in the training phase, as shown in Figs. 4, 5, and 6. Also, the pro-
posed model performance is compared with other models that work on the same dataset 
as shown in Table 3.

Conclusion
Daily life stress has caused a considerable degree of fear, concern, and anxiety among the 
entire population their mental health deteriorates that may slip into depression or anxi-
ety. Not everyone has the luxury to get in contact with therapists and psychologists for 
his mental suffering determination. Many papers had discussed this option and provided 
some ideas, such as using facial expressions, mobile/computers logs, and eye expressions 
with gaze tracking, and others. This study has demonstrated a model using facial expres-
sion and the FER+ dataset using a VGG network of transfer learning. All hyperparam-
eters have tuned toward an optimized model for facial emotion recognition. Different 
optimizers and learning rate schedulers are explored and the best testing classification 
accuracy achieved is 95%, surpassing all network accuracies previously reported that 
helped us to detect the mental health of the patient if he/she has depression, anxiety, or 
normal.

Fig. 5  The loss of training and validation

Fig. 6  Confusion matrix for the model
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