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Introduction
The partitioning and analysis of an image segmentation are the most imperative 
steps. Image segmentation is useful for the image enhancement and application pur-
pose. Most of the applications demand for very precise and computationally effi-
cient image processing techniques. The problem of segmentation of an image can 
be abridged to the graph partitioning problem. In this approach, image is converted 
to the graph and segmentation leads to the partitioning. In graph-based methods, 
characteristics of an image such as pixels and pixel intensities are prearranged into 
mathematically comprehensive structures. Graphical structure of an image is more 
flexible and computationally efficient way for the formulation of image segmenta-
tion problem, whereas swarm intelligence techniques enhance the process of graph 
partitioning. Lot of research has been carried out on image segmentation based on 
graph theory; still all the methods are not applicable for each type of image. Wu et al. 
[1] have used min-cut for the clustering method. It works well only for small groups 
of remote nodes in the graph, but for the dense regions it generates poor quality of 
segmentation. To address this peculiar unfairness for partitioning, Shi et  al. devel-
oped a new metric of disassociation, the normalized cut N-Cut [2]. Algebraic multi-
grid approach [3] is the added advantage to increase the efficiency of normalized cut. 
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Enhanced normalized cut based on the correlation among the adjacent features is 
proposed in [4]. This technique focuses on the use of local and global features of an 
image in the normalize cut and achieves precise image segmentation. Complexity of 
the normalized cut is NP-hard and also it generates regions of equal size which is not 
always true in case of natural images.

To discourse such restrictions of graph-based segmentation approaches, we have 
studied and proposed swarm intelligence-based method for separating the graph, 
generated by an image to be segmented. Organization of our paper is as: “Related 
work” section reviews distinct image segmentation approaches. Hybrid algorithm 
for optimal partitioning is developed by using discrete particle swarm optimization 
along with the multilevel technique which is explained in “Method-experimental 
setup for image segmentation” section. Evaluation metrics are discussed in “Statis-
tical analysis (evaluation metric)” section. In “Results and discussion” section, we 
assess the performance of the planned image segmentation approach using bench-
mark images from Berkeley dataset and compared it with existing graph-based seg-
mentation techniques and lastly the paper is concluded in “Conclusion” section.

Related work
To improve the performance of the key stages in the segmentation process, diverse tech-
niques based on evolutionary computing and swarm intelligence are established. These 
optimization tools are useful in precise design of image segmentation problem for com-
putationally effective operations. A swarm is nothing but a huge group of intelligent 
agents in the nature, communicating with each other and with the surrounding environ-
ment for the authentication of universal interesting conduct in the self-disciplined man-
ner. Intelligent agent-based techniques have capabilities to produce cheaper, fast, and 
strong results to numerous complex problems. To improve the grouping in segmenta-
tion, a genetic algorithm is combined with a wavelet transform in [5]. Initially, the length 
of the original histogram is reduced by using wavelet transform, whereas genetic algo-
rithm is used to determine the number of thresholds and the threshold values and then 
thresholds are anticipated back to the original space.

Yu et al. [6] developed hybrid model by combining high-level structures produced 
by visual observations with low-level features to improve region budding procedure, 
where particle swarm optimization (PSO) determines the optimal thresholds for the 
region growing process. The original FCM procedure has firm chances of converg-
ing to a local minimum of the objective function that generates poor segmentation 
quality. To overcome this drawback, an improved FCM is used in which clustering 
centroids are updated by using particle swarm optimization (PSO) [7]. They have 
designed an algorithm which supports multifaceted data features, accessible using 
parallel computation. The improved hybrid FCM generates global optimum cluster-
ing, and it is computationally efficient than the original FCM. PSO is used for the 
tuning of thresholds in 2D-histograms. Instinctive choice of an optimal threshold 
value for separating an object or to separate an entity from the background is still 
challenging for all the techniques due to computational complexity while applying it 
to entire image.
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Method‑experimental setup for image segmentation
Multilevel recursive discrete PSO for image segmentation

In discrete particle swarm optimization (DPSO) [8], every particle stipulates the prob-
able solution having k elements. Accuracy of the solution is evaluated by using fitness 
function. Every element is treated as a location in r-dimensional space, and every com-
ponent of an element is constrained to ‘0’ and ‘1’, where ‘0’ signifies ‘added’ and ‘1’ signi-
fies ‘not added’. Every component can diverge from 0 to 1 and from 1 to 0. Furthermore, 
every component of an element will have r-dimensional speed ranging among [− Vmax, 
Vmax]. To update speed and location of an element use:

Sigmoid function is given by the relation

where Xt
m(n) is nth factor of mth element in the tth iteration of the method. V t

m(n) is nth 
factor of the velocity vector of mth element in tth iteration of the method. k1 and k2 are 
positive enhanced coefficients which regulates the impact of pbest and nbest on the hunt 
procedure. c1 and c2 ∈ [0, 1] are arbitrary values experimented from a even distribution, 
and rmn ∈ [0, 1] is arbitrary numeral.

For segmenting an image by swarm intelligence-based technique, graphical structure 
of an image is generated, in which pixels of an image are the vertices of the graph and 
weight of an edge in the graph is the subtraction of pixel intensities of the connecting 
vertices. On this weighted graph, multilevel recursive discrete particle swarm optimiza-
tion algorithm (MRDPSO) is applied which operates in three stages. In the initial stage, 
population on the smallest graph is being initialized by MRDPSO. Refinement of the 
graph is the second step in which particles are projected back successively to the finer 
graphs in the next level. Lastly, bisected graph is partitioned into k-parts.

Initially in the coarsening phase, operative matching-based coarsening structure is 
applied. In this step, CSHEM [9] technique is applied to initially generated weighted 
graph and then SHEM on the reduced graphs. Graphs having a smaller number of verti-
ces core number is not required, since the matching generated by core number and that 
of SHEM is same. Hence, directly SHEM is implemented on the original graph in case 
of the graphs with less than fifteen vertices. Core numbers are determined by arranging 
the vertices in the increasing degrees after that for every vertex u list out all the nodes 
connected to it and having degrees larger than u. Decrease the degree of all these con-
nected nodes by ‘1’. Continue the procedure till every vertex in the graph gets core num-
ber. Order to visit for the matching by sorting nodes of the graph in increasing order is 
being decided by SHEM.

Apply GGGP [10] for the preliminary partitioning of the coarsened graph to cre-
ate Gm = (Vm,Em) , which divides the nodes into three groups, say P, Q, and R. P is 
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(

pbest
t
m − Xt

m

)

+ k2c2
(

nbest
t
m − Xt

m

)

(2)Xt
m(n) =

{

1, if Sig V t+1
m (n) > rmn

0, if Sig V t+1
m (n) ≤ rmn

(3)Sig (V t+1
m (n)) = 1

1+ e
−
(

V t+1
m (n)

)



Page 4 of 13Kapade et al. Journal of Electrical Systems and Inf Technol             (2020) 7:4 

generated by arbitrarily choosing node from the graph, and groups Q & R are then gen-
erated. For generation of group P, choose closest node (assume v) from the group Q to 
the node in group P and then add it in group P that is the node with highest gain in Q. 
Subsequently, every node in group R that is connected to v is added into the group Q 
and then determined its gain. Likewise, redetermine the gain of every node from group 
Q which is connected to v and consequently the following iteration begins. Sustain the 
process until the weight of group P becomes half of the total weight, i.e., w(P) = 1

2w(V ).−→
U mn, �Vmn , and �Wmn are the position velocity and personal best vectors, respectively, 

for the graph Gm = (Vm,Em) for each nth particle. Partitioning phase of MRDPSO resets 
the population on Gm and continuously sends position velocity and personal best vec-
tors, 

−→
U mn, �Vmn, �Wmn to the succeeding stage improved graph.

Fig. 1 First stage of MRDPSO
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Internal and external weights of every element are calculated in the second step. The 
summation of weights of all the edges incident on the vertex x inside the block is an 
internal weight. The summation of weights of the all edges incident on the node u out-
side the group is an external weight.

Boundary hash table contains the border nodes with positive external weight. Internal 
and external weights and boundary hash table are determined at time t = 0. MRDPSO 
has nested loop structure, the outer loop decides stopping criteria whether to run 
MRDPSO for determined quantity of rounds Cmax or not. Internal and external weights 
of an element are the key features of MRDPSO to determine the gain and border node. 
For preserving the uniformity in internal and external weights, the weights of all the 
adjacent nodes of the shifted node are restructured, at each iteration. The boundary hash 
table also gets updates with the progress in partitioning. Process flow is of MRDPSO as 
shown in Figs. 1 and 2. 

Fig. 2 Second stage of MRDPSO
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In the third stage, we apply recursive algorithm for k-partitioning of the bisected graph 
generated in the first two steps of MRDPSO. This recursively generated k-partitioned 
graph is projected back to the segmented image

Conversion of an image to the weighted graph

Apply gaussian f i l ter  for  the  smoothing of  an image
Create blank graph with Image breadth × Image length nodes

u,  v are the  nodes of  graph.

For v = 0 to  Image length - 1

For u = 0 to  Image breadth - 1

i f  (u < breadth - 1)  then

insert  an edge (u,  v)  to  (u + 1,  v)  having weight  equal  to  pixel  intensity di f ference

End i f

i f  (v < length - 1) then

insert  an edge (u,  v)  to  (u + 1,  v+1) having weight equal  to  p ixel  intensity 
di f ference

End i f

i f  ( (u < breadth - 1)  and (v < length - 1))  then

insert  an edge (u,  v)  to  (u + 1,  v+1)  having weight equal  to  p ixel  intensity 
di f ference 

End i f

i f  ( (u <breadth - 1)  and (v > 0))  then

insert  an edge (u,  v)  to  (u + 1,  v+1) having weight equal  t o p ixel  intensity 
di f ference 

End i f

Subsequent u

Subsequent v

Statistical analysis (evaluation metric)
For quantitative evaluation of image segmentation results, we have used Probability 
Rand Index (PRI) [11] and Consistency Error (CE) [12]. Parameters considered for 
these two metrics are intersection among the ground truth segments and the seg-
ment based on algorithm. The ratio of the pairs of pixels with same label connection 
between two segment regions is the Probability Rand Index (PRI)

If S1 and S2 are the segments having labels xu and xv for P pixels a1, a2, . . . , aP , then 
the RI is

0 ≤ RI ≤ 1 , where 0 represents complete variation, whereas 1 represents that S1 and S2 
are indistinguishable.

PRI for comparison among ground truth and algorithmic segmentation is:

(4)R(S1, S2) =
2

P(P − 1)

∑

u,v

[

I
(

xu = xvΛx′u = x′v
)

+
(

xu �= xvΛx′u �= x′v
)]
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where u < v,Atest is the segmentation outcome which is to be equated with ground truth 
segmentation Ag, suv is the collection of pixels with the identical label in Stest and auv is 
the possibility that u and v have similar label precision in Ag. 0 ≤ PRI ≤ 1 , where 0 repre-
sents complete variation and 1 represents that Atest and Ag are indistinguishable.

Uniformity in the segmentation results is determined by error measure that offers 
unbiased investigations of the segmentation algorithm. Levels of the pixel do not 
affect the error measures, and they are lenient to the noise in the boundary sides. 
Consider the segments S1 and S2 containing pixel u. If  and the local error is 
zero, then the pixel u lies in the region of refinement.

Else two regions overlay incompatibly and relative error should be calculated. The 
local refinement error is:

R(S1,u) is collection of pixels lying in the region of segment S1 which includes pixel 
u. This error measure is unsymmetrical and unidirectional; E(S1, S2,u) = 0 if S1 is 
enhancement of S2 at pixel u but not vice versa. Local refinement error is measured in 
every direction for all the pixels, and it is merged for an entire image in two distinct 
ways. Global consistency error (GCE) indicates unidirectional local refinements, and 
local consistency error (LCE) indicates multidirectional refinement in different parts 
of an image. For p number of pixels, GCE and LCE are:

Mean square error (MSE) and peak signal-to-noise ratio (PSNR) [13] are the quality 
measures. MSE is determined by calculating the differences between the intensities of 
the pixel of an original image and segmented image.

If there is vast difference between the original and segmented image, then the value 
of MSE will be larger. Peak signal-to-noise ratio (PSNR) is:

larger value of PSNR indicates that the quality of processed image is better.

(5)PR
(

Atest,
{

Ag

})

= 2

P(P − 1)

∑

u,v

asuvuv (1− auv)(1− suv)

(6)E(S1, S2,u) =
|R(S1,u)− R(S2,u)|

|R(S1,u)|

(7)GCE(S1, S2) =
1

p
min

{

∑

∀n
E(S1, S2, n),

∑

∀n
E(S2, S1, n)

}

(8)LCE(S1, S2) =
1

p

∑
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min{E(S1, S2, n),E(S2, S1, n)}

(9)MSE = 1

pq

p
∑

l=1

q
∑

m=1

(S1(l,m)− S2(l,m))
2

(10)PSNR =
∣
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20. log10
255√
MSE
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∣
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Results and discussion
Images from the Berkeley dataset [14] and their ground truth or manual segmenta-
tion [15] are used to check the performance of proposed algorithm. Parameter values 
selected to run the MRDPSO are c = 1, c1 = c2 = 0.5,umax = 4,T = 40,Tmax = 100.

Segmentation results of six test images from the Berkeley dataset are generated 
by using proposed MRDPSO algorithm and by other three methods; normalized cut 
(N-Cut) [16], technique based on minimal spanning tree (PMST) [17], and fuzzy rule-
based approach (FR-Cut) [18].

Individual image features are considered for graph generation in the normalized cut 
method, whereas cut value is minimized with the help of parallel heuristic in minimal 

Table 1 Segmented images

Image MRDPSO FR - Cut N - Cut PMST
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spanning tree-based technique. In the fuzzy rule-based approach, graph is generated 
by taking the average of distinct features of an image. Segmentations produced by all 
for approaches for test images are given in Table 1. 

Due to the ignorance of spatial information in the Fuzzy Cut accuracy of segmen-
tation is less. The quality of segmentation by N-Cut is not up to the mark due to 
excess inclusion of texture and the ignorance of local features, and from segmenta-
tion results it can be seen that Span Cut produces deprived segmentation. MRDPSO 
coarsens the graph produced by an image to the graph of smaller size; this coarsen-
ing helps to minimize the cut value, whereas the complex process of refinement is 
improved by discrete particle swarm optimization. All these features of proposed 
technique are beneficial in producing better quality of segmentation which identifies 
most of the image features by neglecting the texture involvement.

For the performance evaluation of the proposed technique, we have used qualitative 
as well as quantitative metrics. PR index, error metrics, and algorithm run time are 
the quantitative metrics, whereas mean square error and peak signal-to-noise ratio 
are the qualitative metric. Probability random index (PRI) by all four algorithms is 
being calculated for the 100 test images from Berkeley dataset. Figure 3a represents 
distribution and comparison of PRI for the proposed MRDPSO and other three algo-
rithms. MRDPSO produces the segmentation comparable with ground truth segmen-
tation, as a result number of pixels having same label as that of ground truth pixels 
will be additional and the chance of having same label accuracy to the two pixels in 
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ground truth segmentation will also be more. Hence the value of PRI for the proposed 
technique is around 0.9 for most of the test images that indicates improved segmenta-
tion results.

PRI for output images shown in Table  2 is also determined for all the four algo-
rithms, and results obtained are presented in Fig. 3b.

Figure 4a, b depicts GCE and LCE distribution for 100 test images obtained by all 
the four algorithms.

For the proposed MRDPSO, the values of error metric are more comparatively very 
small, it specifies that the segmentation generated by the proposed method is compa-
rable to the human segmentation.

We have determined the run time for 100 generations of six test images, for the 
selected set of parameters by using all the four algorithms. Normalized values of the 
computational time are as shown in Fig. 5.

While dividing the graph produced from an image discrete PSO helps in reducing the 
time of refinement, ultimately the computational time for the entire segmentation pro-
cess decreases in MRDPSO.

PSNR and MSE values of the output images for all the four algorithms are determined, 
and it has been observed that MRDPSO generates finest quality segmentation for 83.33% 
images with highest PSNR and lowest MSE values.

Table 2 RSNR and MSE for test images

Segmented Images Method PSNR MSE

PMST 13.6999 803
N - Cut 16.2891 499
FR - Cut 26.871 52
MRDPSO 30.387 29

PMST 9.090 2374
N - Cut 14.805 644
FR - Cut 17.699 89
MRDPSO 31.405 29

PMST 18.0899 361
N - Cut 17.3999 689
FR - Cut 22.0299 183
MRDPSO 24.6575 114

PMST 14.0399 676
N - Cut 16.371 649
FR - Cut 18.899 452
MRDPSO 23.699 149

PMST 8.27 2738
N - Cut 9.4 2689
FR - Cut 14.4 1143
MRDPSO 26.7 19

PMST 5.81 5361
N - Cut 10.65 1680
FR - Cut 19.91 263
MRDPSO 17.7 419
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To compare the computational time of MRDPSO for various dimensions of same 
image, we have determined time in seconds for procedure implementation through vari-
ous sizes for all four algorithms. It has been observed that in each case MRDPSO needs 
a smaller amount implementation period in comparison with the other three methods 
on a standard desktop (4th Gen Intel Core i3 processor, 4 GB Dell machine) (Table 3).
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Conclusion
In this paper, we have developed a method for segmentation of an image based on 
graph partitioning approach in which the weighted graph obtained from an image is 
partitioned. In the graphical structure of an image, pixels of an image are the vertices 
of the graph and weight of an edge in the graph is the subtraction of pixel intensities 
of the connecting vertices. This graphical structure is partitioned by using combina-
tion of discrete PSO and multilevel graph partitioning; then it is projected back to 
the segmented image. Results obtained are compared with other three methods, such 
as normalized cut (N-Cut), technique based on minimal spanning tree (PMST), and 
fuzzy rule-based approach (FR-Cut). Local as well as global features of an image are 
taken into account while segmenting an image by MRDPSO and also it condenses 
partitioning unevenness. MRDPSO outperforms than the compared techniques.
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Table 3 Algorithm execution time for distinct sizes of an image

PMST N-Cut FR-Cut MRDPSO

300 × 300 3254.191 3212.312 2929.644 2684.91

200 × 200 1853.052 1595.094 1326.265 1320.193

100 × 100 525.151 560.033 427.456 367.146

50 × 50 150.963 149.491 134.871 124.991

20 × 20 26.014 25.0212 22.233 22.594

10 × 10 9.687 9.431 7.634 7.096



Page 13 of 13Kapade et al. Journal of Electrical Systems and Inf Technol             (2020) 7:4  

Received: 12 September 2019   Accepted: 2 March 2020

References
 1. Wu Z, Leahy R (1993) An optimal graph theoretic approach to data clustering: theory and its application to image 

segmentation. IEEE Trans Pattern Anal Mach Intell 15:1101–1113
 2. Shi J, Malik J (2000) Normalized cuts and image segmentation. IEEE Trans Pattern Anal Mach Intell 22(8):888–905
 3. Sharon E, Brandt A, Basri R (2008) Fast multiscale image segmentation. In: CVPR, 2008, pp 70–74
 4. Kapade SD, Khairnar SM, Chaudhari BS (2014) Enhanced graph based normalized cut methods for image segmenta-

tion. ICTACT J Image Video Process 5(2):907–912
 5. Diaf M, Siarry P (2010) A multilevel automatic thresholding method based on a genetic algorithm for a fast image 

segmentation. Comput Vis Image Underst 109(2):163–175
 6. Yu A, Zhang J, Zhang Y (2011) Maximum entropy image segmentation based on improved QPSO algorithm. In: 

International conference on electronic and mechanical engineering and information technology (EMEIT), 2011, vol 
7, pp 3474–3477

 7. Pang L, Xaio K, Shuhua T, Liang A (2012) An improved clustering analysis method based on fuzzy c-means algorithm 
by adding PSO algorithm. In: Proceedings of 7th international conference on hybrid artificial intelligent systems, 
2012, vol 1. Springer, pp 231–242

 8. Kennedy J, Eberhart R (1997) A discrete binary version of the particle swarm algorithm. In: Proceedings of the inter-
national conference on systems, man, and cybernetics. IEEE Press, 1997, vol 5, pp 4104–4108

 9. Safro L, Sanders P, Schulz C (2012) Advanced coarsening schemes for graph partitioning. In: Symposium on experi-
mental algorithms, 2012, vol 7276. Springer, pp 369–380

 10. Walshaw C (2004) Multilevel refinement for combinatorial optimization problem. Ann Oper Res 131:325–372
 11. Unnikrishnan R, Pantofaru C, Hebert M (2007) An objective evaluation of image segmentation algorithms. IEEE Trans 

Pattern Anal Mach Intell 29(6):929–944
 12. Polak M, Zhang H, Pi M (2009) An evaluation metric for image segmentation of multiple objects. Image Vis Comput 

27(8):1223–1227
 13. Martens JB, Meesters L (2008) Image dissimilarity. Signal Process 70:155–176
 14. A platform for fine-grained resource sharing in the data centre. Technical Report UCB/EECS-2010-87, EECS Depart-

ment, University of California, Berkeley, (2010)
 15. Martin D, Fowlkes C, Tal D, Malik J (2001) A database of human segmented natural images and its application to 

evaluating segmentation algorithms and measuring ecological statistics. In: International conference on computer 
vision, 2001, pp 416–423

 16. Benezit F, Cour T, Shi J (2005) Spectral segmentation with multi-scale graph decomposition. In: Proceedings of the 
IEEE computer society conference on computer vision and pattern recognition, 2005, vol 2, pp 1124–1131

 17. Jia H, Yap P-T, Shen D (2012) Iterative multi-atlas-based multi-image segmentation with tree-based registration. 
Neuro Image 59(1):422–430

 18. Costin H (2013) A fuzzy rule based image segmentation method. Int J Comput Commun 8(2):196–205

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


	A new particle swarm intelligence-based graph partitioning technique for image segmentation
	Abstract 
	Introduction
	Related work
	Method-experimental setup for image segmentation
	Multilevel recursive discrete PSO for image segmentation
	Conversion of an image to the weighted graph

	Statistical analysis (evaluation metric)
	Results and discussion
	Conclusion
	References




